Compact Thermal Modeling for Temperature-Aware Design

ABSTRACT Arrenhius Equation that increasing the temperature will exponen-

P : : tially decrease the mean time to failure, and hence the life time. In
Thermal design in sub-100nm technologies will become one of the . : ' . '
major challen%]es to the CAD communitgy. Using temperature as a & Sentence—for future designs, higher operating temperature will
guideline for design is very important at sub-100nm. In this pa- pave s%nlfli:_ag_thggatlve impacts on performance, power consump-

er, we first introduce the idea témperature-awarelesign. We 10n, anc reliabiiity. o

then propose a compact thermal model which can be integrated _ Based on the above facts, thermal design will become one of the
into modern CAD tools to achieve a temperature-aware design. Fi- g:ilﬁra(;hrﬂilgpogergcfggstgfsCAA‘gI ggrgrmsuns'%rw gﬁ_t;_%)rg”ms(éeg'ggi_
nally, we use the compact thermal model in a microprocessor de-: . - p ) oY p( ):
sign case study to show the importance of using temperature as gStng design methodologies usually simply use worst-case or room
guideline for the design. Results from our thermal model show that twa?%rﬁtgﬁﬁ)ghaeﬁdnﬁ;?fgwrgr']s V(‘;”elgf%d(;gc?é?gr;fécgﬂé?gﬁ'genr %Se'
temperature-aware design approach can provide more accurate dex 9 9 g -

: P ; o ign convergence time, as will be seen in a case study in Section
ggsr}g?fgg?}é?gghggd therefore better design decisions and faster; Therefore, it is crucial to find a way to properly address the

temperature-related aspects of the design flow, and use temperature
as a guideline for design.
1. INTRODUCTION This paper is organized as follows. Section 2 introduces the

: : : idea oftemperature-awarelesign. Section 3 proposes a compact
As CMOS technology is scaled into the sub-100nm region, power ! : : ;
density of microelectronic designs increases steadily. For example,thermal model that can be integrated into CAD tools to achieve

: ; ; a temperature-aware design flow. Validation of the model is pre-
average power density of high-performance microprocessors havesenteg in Section 4. In Sgection 5, a microprocessor design IC():ase

already reached (50W/cfat 100nm technology, and will soon  sdy using the compact thermal model shows the importance of
reach (100W/crf) at technologies below 50nm[1]. As aresult, av- using temperature as a guideline for design. Section 6 concludes
erage temperature of the die also increases rapidly. Furthermorethe paper.

local hot spots on the die usually have significantly higher power

density than the average, making the local die temperature even

higﬁ_e% h ber of - . 2. TEMPERATURE-AWARE DESIGN

igh temperature has a number of negative Impacts on micro- —, 1, 100nm technologies, early accurate design estimation is
electronic designs—first, transistor speed is slower at higher tem- key to high-level design convergence and should ensure careful
perature because of the degradation of carrier mobility. A back-of- consideration of deep submicron effects (including power, perfor-

the-envelop calculation shows that a single inverter is about 35% o " .
. mance, reliability, etc.)[3]. Temperature plays an important role in
slower at 110C than at 60C; Second, temperature dependance early, accurate power, performance and reliability estimations. In

of leakage power is significant. Leakage power can be orders of addition, temperature is also closely related to placement and rout-
magnitude greater at higher temperatures[2]. To make things evening, because, intuitively, a hotter block could be surrounded by sev-
worse, leakage power is exceeding switching power and beCom'eral colder blocks. Due to lateral heat transfer among blocks, the

ing a dominant source of power consumption in sub-100nm de- a1 hioek would have a lower temperature than if it were placed
signs1]; Third, interconnect metal resistivity is also dependent on near some other hot blocks. Thus, ifpall other conditions ren%ained

}Eonrqnpir%ljg-' Cr';o;tezxgg?cl,eé %ei'ét_'\é'r%’ agflcfggehzgﬁgﬁ’sei?sg\)j-sg% the same, this hotter block would consume less power, have shorter
ity causes longer interconneftC delay, and hence performance delay aﬁd Ilcén%er_llfel t'émé' -Th'ﬁ means%that_at s_ub—l((j)Onm, temper-
degradation; Last, but not the least, temperature is strongly reIatedg‘tuﬁrﬁwjI oll;cemeerl{t]ca%derodrt]int eggr%t :rr;\(t:ltj?en clgno,';ls?c; ;%:& rlr?z\a/ﬁ-
to design reliability. The impact of temperature on reliability can u?actura?)ilit in terms of ackg. in dre)si n and choices of process
be modeled by Arrenhius Equatidd T F=MT Fy exp(Eq/ksT), h ity packaging ar P
where M T Fy Is mean time to failure at a specified reference tem- if the design is thermally limited by a particular process. Figure 1

: - : : shows a typical ASIC design flow. We can see from this example
perature F, is the activation energy of the failurg, is the Boltz- h desi lated. Al
mann constant. A well-known example of microelectronics relia- Ehgz trggwsger?ialﬁg rs)ﬁ?)%fess%rr%tﬁ?e%ggtgtr%gfhi‘tfnétionsaiills\)ll\lt)ecﬁé}gvse‘lee
bility problems is interconnect electromigration. It is obvious from and standard-cell level during the ASIC design flow. Similar argu-

ment also applies to microprocessor and SoC designs.

From above, we see that it is very important to be able to esti-
mate temperature at different granularities and at different design
stages, especially the early ones. The estimated temperature can

Permission to make digital or hard copies of all or part of this work for then be used throughout the design flow to perform power, perfor-
personal or classroom use is granted without fee provided that copies aremance, and reliability analyses, together with placement, packag-
not made or distributed for profit or commercial advantage and that copies iNg design, etc. As a result of this, all the decisions made during

bear this notice and the full citation on the first page. To copy otherwise, to d€sign use temperature as a guideline and the design is guaran-
republish, to post on servers or to redistribute to lists, requires prior specific t€€d to be thermally optimized and free from thermal limitations.

permission and/or a fee. We call this type of design methodolotgmperature-awardesign.
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Figure 1: An example of temperature-aware ASIC design flow.

temperature is properly considered duringéngéredesign flow in- level, prior-layout design stages. In some cases, the model also
stead of being considered only at the end of the design flow. There should be able to model transient temperature changes. Of course,
has been some previous work about temperature-related design—the model should be reasonably accurate to provide useful temper-
for example, in [4], the authors present a design flow from dig- ature estimates.

ital simulations to a thermal map at the end of the design. Be- Here, we propose aompactthermal model that meets all the
ing able to obtain a post-layout chip-level thermal map is useful, above requirements and can be used to achieve temperature-aware
but this design flow cannot be termed as temperature-aware desigrdesign. Before moving on to modeling detalils, it is useful to notice
because none of the intermediate design stages have closely conthat this compact thermal model is a general model and therefore
sidered temperature-related issues such as power or performancean be applied to different contexts. For example, dynamic thermal
estimations, placement thermal analysis, etc. Thus the design de-management (DTM) is an active research area in computer archi-
cisions of these stages are not optimized, and the design has tdecture community[9]. In this context, although at run time, only
restarts from the beginning if it turns out to be thermally limited. thermal sensors and DTM methods are needed in order to imple-
ment DTM techniques, the thermal model is still very attractive to
computer architects, because it helps to simulate and explore differ-
3. ACOMPACT THERMAL MODEL ent IgTM methods. As another exa[?nple, in the design a?utomation

In order to achieve temperature-ware design, we need a thermalcontext, we have already argued in Section 1 and 2 that a thermal
model to estimate operating temperature. Figure 2 shows in detailmodel is needed to guide CAD, choices in process, circuit style,
how a thermal model helps to close the loop for accurate power, packaging, etc. People from CAD community and industry may
performance and reliability estimations. For example, the power consider the thermal model attractive. In this paper, we are inter-
model first provides estimated power to the thermal model. The ested in the latter context.
thermal model in turn provides estimated temperature to the power .
model, and so on. After a few iterations, both power and tempera- 3.1  Model Overview
ture estimations converge. At that point, temperature-aware power There is a well-known duality between heat transfer and elec-
estimation is achieved. Similarly, temperature-aware performance trical phenomena. In this duality, heat flow that passes through a
and reliability estimations can also be achieved. thermal resistance is analogous to electrical current; Temperature
difference is analogous to voltage. Similar to an electrical capaci-
tor that accumulates electrical charges, thermal capacitance defines
the capability of a structure to absorb heat. The rationale behind
this duality is that electrical current and heat flow can be described
by exactly the same differential equations, if electrical inductance
is not considered. The compact thermal model we propose is es-
sentially a thermal RC circuit. Each node in the circuit corresponds
to a block at the interested level of granularity. Solving the thermal
RC circuit gives the temperatures of each node.

Figure 3(a) shows a modern single-chip CBGA package[10].
Heat generated from the active silicon device layer may be con-
ducted through silicon die to interface material, heat spreader and
heat sink, then convectively removed to the ambient air. In addi-
tion to this primary heat transfer path, a secondary heat flow path

Power Model

k Reliability
Maodel

Figure 2: Interactions among thermal model and power, per-
formance and reliability models.

There are a number of existing thermal models for different parts
of a microelectronic design. For example, [5] presents a dynamic
thermal model only at the microarchitecture level. [6] presents a
chip-level thermal model based on full-chip layout. In [7], the au-

thors present package thermal models. In [8], the authors presen
a thermal modeling approach based on analytical solutions of heat
transfer equations, and the model is mainly focused at device level.

None of these thermal models have the flexibility to model tem-
perature at arbitrary granularity. Some of them are also compu-
tationally intensive. Thus, they are not completely suitable for

exists from conduction through the interconnect layer, 1/0 pads, ce-
ramic substrate, leads/balls to the printed-circuit board. Our com-
pact thermal model models all these layers in both heat flow paths,
with special emphasis on the primary heat flow path and the on-
hip interconnect layer. This is because, detailed temperature pro-
ile of these parts is very important for temperature-aware design.
In the model, we also consider lateral heat flow within each layer
to achieve greater accuracy of temperature estimation. Figure 3(b)
shows the thermal RC circuit structure that corresponds to Fig-
ure 3(a). Next, we will present the modeling details of each layers

temperature-aware design. To fulfill the requirements of a temperatu2ng both heat flow paths.

aware design, the thermal model has to be able to provide temper-

atures at different granularities (circuit structures, standard cells,
functional unit blocks, etc.), and at different levels (silicon surface,

3.2 Primary Heat Flow Path

Figure 4(a) shows an example thermal circuit of a silicon die

interconnect, package, etc.). The model also needs to be computawith only three microarchitecture blocks from [5]. We extend their

tionally efficient to avoid time-consuming calculations during high-

thermal model for the primary heat flow path by making the model
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Figure 3: (a) A typical flip-chip, CBGA package with heat sink (adapted from [10]). (b) Corresponding thermal circuitin our thermal
model. Thermal capacitors connecting each node to ambient are not shown for clarity.

grid-like and be able to model temperatures at any arbitrary gran- wherec, and p are specific heat and density of the material, re-
ularity. Figure 4(b) shows our modeling approach with 3x3 grids. spectively. Notice that the thermal capacitor derived here is using
Each silicon grid can be of arbitrary aspect ratio and size, which a single-lumped model instead of a distributed model. Therefore, a
are determined by the interested level of granularity. We add to scaling factoro = 0.5 for thermal capacitances is needed to solve
the model, a layer of thermal interface material that is absent in this problem. This scaling factor is derived analytically in [12] for
[5]. In addition, part of the heat spreader that is right under the single-lumped vs. distributed electrical RC circuit. It also applies
interface material and the interface material itself is divided into to our thermal RC circuit. It is useful to notice that the derivation
the same number of grids as the silicon die. Other parts in the methods of thermal Rs and Cs for the primary heat flow path allows
primary heat flow path are modeled in a similar way as in [5]— us to use the same modeling approach at different level of granu-
remaining part of the heat spreader is divided into four trapezoidal larity.

blocks. Heat sink is divided into five blocks: one corresponding to

the area right under the heat spreader; four trapezoids for the pe-3.3 Secondary Heat Flow Path

riphery. Each grid or block corresponds to a node in the thermal — The thermal model for the secondary heat flow path is divided
circuit. There are vertical and lateral thermal resistors connecting jnio two parts: one corresponding to the interconnect layers, and
the nodes. Package-to-air thermal resistor is calculated from spe-the other for the path from I/O pads to the printed-circuit board
cific heat-sink configurations and ambient conditibriSach node (see Figure 3(a) and (b)).

also has a thermal capacitor connected to the ambience. Power

generated from each silicon grid is modeled as a “current source” 3 3.1 |nterconnect Thermal Model

connected to the corresponding node. There are two aspects considered in the interconnect thermal
model— 1) Self-heating power of an individual metal wire, which
Silicon Die S . Thermal B iS Pseif = I%.R, wherelI is the current flowing through the metal
,{*” Sin - / . wire, R = pm-l/An is the electrical resistance of the metal wire,
gy 7 pm IS the metal resistivity (which is temperature dependérahd
A,, are length and cross-sectional area of the individual wire. Be-
cause the interconnect thermal model neegsedictwire temper-
atures before physical layout is available, this means the model has
to be able to predict the average wire length of each metal layer. It
also needs to be able to predict average current for wires in each
metal layer. 2) Equivalerthermalresistance for each metal wire
and its surrounding inter-layer dielectric. Vias also play an impor-

1 silison themal resistor mm Heat spreader thermal resistor tant role in heat transfer among different metal layers, and therefore
—- Interface material thermal resistar - Haat sink thermal rasistar should be |nC|Ude in the model. )
(8 (0) We solve the first aspect of the interconnect thermal model by

adopting and extending the statisti@bpriori wire-length distri-

. ) - . N . bution model in [13]. This model is developed by Daeisal.
Figure 4: (a) Thermal circuit of a silicon die with 3 microar- and is based on Rent's Ruld’ = k, N*r, wherek, andp, are
chitecture blocks, adapted from [5]. (b) Thermal circuit of a called Rent's Rule parameter®] is the number of gates in a cir-
silicon die with 3x3 grids, together with thermal interface ma- cuit, T' is the predicted number of 1/O terminal in the circuit. The
terial, heat spreader and heat sink. (Thermal capacitors and  payis model has three wire-length regions—local, semi-global and
heat sources are not shown for clarity.) global. It predicts the number of wires at any specific length. This

The derivation is mainly based on the fact that vertical thermal is called the interconnect density functié), wherel is the wire
resistor is proportional to the thickness of the material and inversely length in gate pitches. Figure 5 shows an example wire-length dis-
proportional to the cross-sectional area across which the heat istribution based on ITRS data for high-performance designs at 50nm
being transferredRyerticai = t/(k-A), wherek is thermal con- technology node, wheré;,., Lsemi, Lgiop are maximum local,
ductivity of the material. Lateral thermal resistor is essentially the semi-global and global wire lengths, respectively. Using intercon-
constriction or spreading thermal resistance for heat to diffuse lat- nect density functiori(l), we can calculate the average length and
erally from the block into the other parts of the material, and can number of wiring nets for each region: (We will use semi-global
be calculated by methods in [11]. Thermal capacitor, on the other region as the example throughout Section 3.3.1.)
hand, is proportional to both thickness and ar€a= a-c,-p-t- A,

1 o _ [reemii(ly-1dl
We have developed a tool to do this job, it will be integrated into loemi=xfo0.—lee——
the thermal model in the near future. fL;im” i(1) dl



Inter-layer heat transfer can also happen through vias. In our
model, we assume that each metal wire has two vias, one connected
to upper metal layer, and the other one connected to lower metal
layer or device layer in case of metal 1. Thermal resistance of each
via can be calculated bR,iq =t /(kvAy), Wherek, is thermal
conductivity of via-filling material. ¢, and A, are thickness and
cross-sectional area of the via.

All thermal resistors of wires and vias inside one layer can be
considered parallel to each other. Thus, combining thermal resis-
tors of wires and vias in one layer (e.g. metal 4 in semi-global
region) of the circuit, we have—

R _ 2Ry || Ryia
Figure 5: An example of wire-length distribution at 50nm tech- T ! Mna

nology node. (adapted from [16])
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We are almost done with the interconnect thermal modeling. One
last step is to stack the thermal resistors for each layer to con-
Laomi struct the whole thermal circuit for all interconnect layers. Cur-
L / i(l) dl rently, the interconnect thermal model doesn't include thermal ca-

fo. /, pacitors, because people usually are more interested in steady-state
. . ) o interconnect temperatures for electromigration and power4grid
wherey is the correction factor that converts the point-to-point in- - drop analyses. But thermal capacitors can be easily added using the

terconnect length to wiring net length (using a linear net model methods presented in Section 3.2 and in this section.
x=4/(f.0.43)), f.0. is the average number of fan-outs per wiring
net. More details can be found in [13].

Next, we calculate the average self-heating power per wiring net:
First, total current of the circuik.o+; is equal toaPower /Vyq. This
current flows through all three regions, therefdge,, = Isem: =
Iioc = Iiotar. Second, average self-heating power per wiring net
can be calculated by

Nsemi =

loc

_ medl inter-level
interconnects ielectric

MNsemi m.semi

2
2 Isemi lsemi
Pself,semi = si7Lgl&'rLet'Rsingle_net = * Pm A

Last, we calculate self-heating power for each layer of the cir-
cuit. "Circuit” here means a circuit block at the interested level
of granularity. If, for example, the semi-global region consists of
metal layers 4-6, we can say that the number of wires in each layer
is Nma =MNmbs5 =Nme6 = nsemi/Sa and

Figure 6: Interconnect structures—(a) stacked single wires (b)
Pseif ma,ms,m6 = Pseif. semi* Wmd, m5,mé real wire structure with multiple wires in each layer.

So far, we are done with the first aspect of interconnect thermal
modeling—self-heating power calculation. Next, we calculate the 3.3.2 Thermal Model from I/O Pads to PCB
equivalent thermal resistance of wires and its surrounding dielec-  Our thermal model for the path from I/O pads to PCB consists of
tric. . ) ) a series of thermal RC pairs, each of which represents the thermal
. We first start from a simplistic case. Figure 6(a) shows a single resistance and capacitance of pad-bumps/underfill, ceramic sub-
interconnect surrounded by inter-layer dielectric. On top of it and strate, ball/lead array, and PCB convection (see Figure3(b)). As

beneath it are interconnects in neighboring layetss the thick- for the derivation, Rs and Cs can be calculated in a similar way as
ness of the inter-layer dielectrigl and H are width and heightof  jn Section 3.2. The Rs and Cs for the pads/underfill level can be
the interconnect cross section. We try to find thermal resiBtor modeled at the interested level of granularity. One ends of these

so that2 R, is the equivalent thermal resistance we want. The rect- Rs for pads/underfill are connected to the interconnect-level ther-
angular cross section of the wire can be approximated by a circle of mal model, the other ends are joined as one node, which is then
the same area. Heat is spreading from the wire into the dielectric, connected to the RC pair representing ceramic substrate, and so on.
the isothermal surface is a cylindrical surface marked by the dashed

circle. Equivalent resistanck, has to taken into account the top 3.4 Speed of the Compact Thermal Model

half volume of the shaded cylinder. Using calculus, we get So far, we have shown all parts of the compact thermal model.

d+2r The model is derived in a straightforward way and is very com-

Ro=In( 3 )/ (7 Kins-1) putationally efficient. Table 1 shows the computation times of our
T thermal model to obtain steady-state solutions at different granu-

wherer = /W H/x is the equivalent radius of the wiréjs the larities. This computational efficiency means there is virtually no

computation overhead for existing CAD tools to integrate the com-

length of the wire, and;,; is thermal conductivity of the inter- )
pact thermal model for temperature-aware design.

layer dielectric. (See derivation details in Appendix.)

Figure 6(b) shows the real case: multiple wires are in the same # of grids | execution time (ms
layer. Wire pitch is denoted bf. A phenomenon called thermal 5x5 0.12
coupling happens when neighboring wires dissipate power at the 50x50 2.48
same time. Thermal coupling leads to less effective heat conduct- 100x100 9.98
ing area and change the shape of the isothermal surface. Actual 160x160 25.8

isothermal surface is shown by dashed area in the figure. In this

case, each wire's effective heat spreading angle is approximatelytaple 1: Computation times of our model for steady-state tem-
0 =2-arctan(D/(d+ H)), and the corresponding equivalent ther- -~ perapyres.

mal resistance for each wire is
d+2r

Ro=In( o

)/(0- Kins-1)
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Figure 7: Primary heat flow path: steady-state validation—(a) (@ ()

testing chip measurements (b) our model results with absolute Figure 9: Interconnect thermal model validation—FEM results

percentage error less than 5%. (In this experiment, lower-right i f d h I model I Kers):
3x3 dissipaters are turned on with 50W/cni power density.) (lines) from [15], and our thermal model results (markers): (a)
p p Y- stacked single wires—powers are applied to each wire (b) RMS
current densities are applied to both test structures.

4. MODEL VALIDATION

We validate the compact thermal model in the same sequence we
derive it—primary heat flow path first, followed by the secondary 4-2 ~Secondary Heat Flow Path

heat flow path. For validation of the interconnect thermal model, we compare
our model to the finite-element models (FEM) published in [15].
4.1 Primary Heat Flow Path In [15], the authors build two interconnect test structures in FEM

| analysis software: one with individual metal wires on top of each

; ; ; ; ; other (this corresponds to the case of Figure 6(a)); and the other one
testing chip[14]. The thermal testing chip has a 9x9 grid of power with multiple metal wires within each layer(this corresponds to the

dissipaters, which can be turned on or off individually. The testing gase of Figure 6(b)). Both test structures have four metal layers

chip is able to measure both steady-state and transient temperature. 0 technol Wi v th tii f

for each of the dissipaters. It can also be packaged in different kinds &t 0-6:m tec RO Ogyl. e luse exac yf e Sﬁme Setungs for our
of thermal packages. We build the same 9x9 grid-like chip structure mtefrconneﬁtt ermal model as in [15] for both test strucrt]ures, "’ll(nd
in our thermal model. In this experiment, we neglect the secondary Performe the same two experiments as in [15]—1) For the stacked

heat flow path, because the test chip is plugged in a plastic socketsmgl.e""ﬂre test structure, appl_yhdifferent power for each wire and
that has very low thermal conductivity. We then turn on sets of 2Pt@in the temperature rise with respect to ambient temperature;

power dissipaters in the test chip and assign same power values ag) FOr both test structures, we apply different current density for
the same locations in our thermal model. each layer and obtain the temperature rise. Results are shown in

Figure 9(a) and (b). As can be seen, Results of our interconnect

This part of the model is validated against a commercial therma

BSBIT stelagé/(;state trzagg:)ent thermal model match FEM simulation results very well.
average absolute error 20 2200 For validation of the thermal model from 1/O pads to printed-
error range —3.35%—+4.75% [ —T.0%—+6.7% circuit board, there is no straightforward existing data for compari-
] son. But based on the validation of other parts of the thermal model,
Table 2: Percentage error values for primary heat flow path we have enough confidence that our model for this part is rea-
validations sonably accurate. A simple calculation using our model based on

Figure 7 shows the steady-state thermal plots using measure-the thermal specifications of the PowerPC603 CBGA package[10]
ments from testing chip and results from our thermal model. Tran- Shows that about 17.5% of total heat is dissipated through the sec-
sient temperature data from the thermal model are also comparedondary heat flow path.
with the testing chip transient measurements, as shown in Figure 8.

Table 2 shows the percentage error values, which are calculated by

(Trmoder — Tenip)/(Tenip — Tampient). Power density in thisex- 5. A CASE STUDY

periment is 50Wcn? in the heat dissipating area. As can be seen, _ In this section, we present a microprocessor design at a future
our thermal model of the primary heat flow path is reasonably ac- 50nm technology node as a case study. This case study demon-
curate, with the worst case percentage error values for steady-statestrates the application of our compact thermal model and the im-

temperatures and transient temperatures less than 5% and 7%, reportance of using temperature as a guideline during design. Tech-
spectively. nology specifications used in this case study are shown in Table 3,

the second column of which is taken from [1] and [16]. We also
use on-die level-one data cache of Alpha21364 processor scaled to

40 T T T T T T

—— testing chip 50nm technology node as an example of localized heating. The
~ HEH - our thermal model scaling process is a linear scaling from known data at 130nm tech-
19 nology, with proper considerations for leakage power and area.
Q 4 i Power consumption values of functional units are extracted from
2 a technology-scaled version of Wattch[17].
§_ physical parameters| across die L1 D-cache
£ number of transistors 2200 million 70 million
e Rent’s parameters | p,=0.6, k,=4.0 | p,=0.6, k,=4.0

30 - feature size 50nm 50nm
I L I L I 1 wiring levels 9 9
10° 10* 10% 10 area 3.10cm? 0.08cm?
Time (s) power dissipation 218W 52.8W
power density 70.3W/cm? 660W/cm?

Figure 8: Primary heat flow path: transient validation. Per-
centage error is less than 7%. (Transient temperature response  yape 3: A microprocessor example—across-die vs. L1 D-cache
at one of the dissipaters is shown in this figure.) (based on ITRS 50nm technology node[1] and [16]).
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