InteL AP-733

APPLICATION
NOTE

Switched Ethernet
Reference Design Description

Rod Mullendore Intel Corporation

SPG 80960 Applications Engineer Semiconductor Products Group
Mail Stop CH6-412
5000 W. Chandler Blvd.
Chandler, Arizona 85226

July 23, 1996

Order Number: 272907-001



Information in this document is provided in connection with Intel products. No license, express or implied, by
estoppel or otherwise, to any intellectual property rights is granted by this document. Except as provided in
Intel's Terms and Conditions of Sale for such products, Intel assumes no liability whatsoever, and Intel
disclaims any express or implied warranty, relating to sale and/or use of Intel products including liability or
warranties relating to fitness for a particular purpose, merchantability, or infringement of any patent, copyright
or other intellectual property right. Intel products are not intended for use in medical, life saving, or life
sustaining applications.

Intel retains the right to make changes to specifications and product descriptions at any time, without notice.
*Third-party brands and names are the property of their respective owners.

Copies of documents which have an ordering nhumber and are referenced in this document, or other Intel
literature, may be obtained from:

Intel Corporation

P.O. Box 7641

Mt. Prospect IL 60056-764
or call 1-800-548-4725



[ ]
I nu Contents

Switched Ethernet
Reference Design Description

L.0 INEFOTUCTION .ttt h e e b bbb e a e e s e st e e e et e b e bbb e ee e eaas 1
I A U o T L PP SRR P PP PPTPPPPPTN 1
1.2 Reference INFOrMALION .........c.coiiiiiiiici e e s 1
1.2.1 Intel DOCUMENTALION ......iiiiiiiiieiitie ittt bbbt s sr e e e 1
O Y o] o 1T o [0 (o1 PPV PRPRN 1
1.2.3 SOMWAIE ...ttt st st s 2
1.2.4 Availability Of ReferenCe HUDS .........ooiiiiiiiii et e 2
1.3 Important Information Regarding the Reference DeSign ..........ccccoiiieiiiiiiiieen e 2
1.3.1 Modifications to the Physical Interface
1.3.2 PerfOrmManCe TESHNG ...ceioueetiueiiiiiie ettt et ie ettt ee et ee et e et e esee e s s be e sbsbe e seeeaasbeeesabbeeeannbeanaes
G TR B 0T o o] F= T g Yot =T 1 o PPN 2
1.3.4 Before Starting @ DESIGN .....ccciueieeiieieieiie e stie e e et e e s steeeetteee e stee e s ssteaessseaeessaeeeesseeeeneaeenneaeannnaeenn 2
1.3.5 Miscellaneous Notes and QUESTIONS ..........ciuuiiriiiiieeieeie ettt 3
1.4 Notational Conventions and ADDIeVIAtIONS .........ccueeiiiiriiiireeiie e eie e ssee s see e see e ste e enee e e seeeesnneae e 3
2.0 Switched Ethernet Background .
b 0] 2 N e I 1 =T g T SR
2.2 SWILCHING HUDS ...t b et ee e ea e eb e et e 7
2.3 FUI-DUPIEX ELNEIMEE ...ttt ettt ettt ettt bbb e ee e enes 9
2.4 Managed and Unmanaged HUDS ...........cooiiiiiiii ittt 9
3.0 DESIGN INFOMMALION ...ttt eh e et eh st et ettt e st e b ekt et ea e ee e et b enbeennee 9
TNt = o= PSPPSR 9
3.2 ReferenCe DESIGN OVEIVIEW .........ccuiiiuiiiiiiitiatie ettt ettt ettt s e b et e s e s beeie e s sneanieennns 9
R I = O I ST T U o V4 o1 (] SR 11
3.4 Clock Synthesis and Distribution .. 17
TSI I [ 01 1= = Vot SO URS 20

3.6
3.7
3.8

3.9

3.10 Reset ... .37

3.11 DRAM CONIOHEI FPGA .ottt et et ee et e et e e et ee et ee e s s te e s snsteesnsseaesraeeeansanenannen 37
0 0 O O 1T VTR SUSS PSS 37
3.11.2 Registers ...... ...39
3.11.3 DRAM CONrOIEr DESIGN ..ciiviiiiiiitie ittt ettt ettt sttt et ese et sn e nrn e e e 44

3.11.4 FPGA Interface Design
3.11.5 Watchdog Timer Design ...




[ ]
Contents I nU

3.11.6 VPP ENADIE DESIGN ...uviiiiieii ettt e et eeae e e st ee e e e s e sn e ae e e e snn e e e eeenenne 76
3.12 MISC LOGIC FPGA ettt ettt e e e et e e s e ettt ee e e e a bt aeeeeee e ssaeaeeeeesnnbeeaeeeenenns 77
B.12.1 OVEIVIEW ..ottt ettt ettt et et e et e e et e £ e e e e n e e e n e e e nE e e e nrne e e er e e eane e e eane e s 77
3.12.2 REQISLEIS .ooiiiiiiieie et ....80
3.12.3 Slow Data Bus Transceiver Control SIgNalS ...........eeevreiiiiiiiieer e e es e e 82
3.12.4 FPGA INTEIfACE DESIGN ..oeeeiviieiieieeitie e iste e esrteesstee e e steesestee e s asteaessseaeensaeaeasseaeensaeesnsseeennseeen 84
3.12.5 1/O POrt CoNtrol SIGNAlS .......ceeiiueieiiiieceie e eitie et ee e eee s ee et ae e see e s st e e s stae e e enteeeanneeeeanneees 87
3.12.6 Dual UART (DUART) CONtrol SigNalS .......cceiiueieiiiieeiiieeeiieesieie e steeessseaeassaaeesssaeaesenneaeseneas 89
3.12.7 EPROM CONLIOl SIgNAIS .....vvvieiiiiiieeiiiie e et ieeeee e tae s saee e tae s nste e s stnte e s staeaesnteesennneesanneens
3.12.8 Flash Control SIGNAIS .......cciiiriiiie e e e s see et e e stee et e e s srbe e essae e e srseaeesseeeennseeeneeeen
3.12.9 RMON FIFO Control Signals .... .
3.12.10 BUS MONITOT ..utiiiiieitt ettt ettt et ettt e s eh e sh e es e s es e ene et e s
3.12.11 ADLATCH_OEH LOGIC ...eiitieiiiiiieatie ettt ettt ettt en e eb e et e nn e es
3.12.12 IXPROC_ONCE#H LOGIC 1.vvvveeeeieeeeiiieeeseesese e eseaes e sasassss s s sssnssssassesanen s sesesssenas
3.12.13 80960Cx/Hx BOFF# Logic
3.13 JUMPET DEFINILIONS ...ttt ettt ee e bt e e b ee et e e s snbeeenene s
o T =T = | = o £ PO E TSP O P UPUPUPPPTN
BLL14. 1 OVEIVIEW ..ttt ettt ettt etk et h et e 4okt e e et ea ket e s e e eae£e e et e et e eeen b eeeannbe e e nnbeeennnne s
3.14.2 DUART AQAIESSING ..eeivetieiiiitie ittt ettt ee et te ettt ee et ee et ae e s et e e e e e s sseeeasbbee e beeeaasbeessabeeenseneas
Lo e I O o) [T oo [ OO P SO PUPRRTUPRRRPP
3.15 10Base-T PhySIiCal INTEITACE .......ccuiiiiiiiiiiit ettt et et seae s
3.16 Power Supplies
3.17 RMON FIFO Interface

3.18 PCB Layout CONSIAEIALIONS ......coiituiiiiitiiiiiiiieeaiitee et ee et e et ae et ee et e e sbae e e bt e e e e b ae e s aabeeeseneeeesenes
3.18.1 Board Dimensions and Component PIaCeMENt ...........ccccoovuieriieiniiien e 125
B.18.2 PCB LAYEIS ..etieeiiieeieiitie ittt ettt e ettt ettt e et e et e e e e e e n e 132
3.18.3 DeVice Pin NUMDENG ....ooiiiiieiiiie ettt ettt ettt e eaae e e sse e e e neeeeannes 136

3.19 Enhancements/Cost REAUCHION .........ccoiiiiiiiiiiiiiiiie it 140
3.19.1 High Speed Port, BO9B0RP ........c.cccuiiiiiiiiiiiieiiise ettt 140
3.19.2 Galileo GT-32090 Jx System Controller Chip ........cooouieriiiieinie e 141
3.19.3 Other Cost REAUCTIONS ........ooiiiiiiiiiie it s 142
3.19.4 Performance IMPIrOVEMENTS ........coiiiiiiiiiie et ie et e ee st e e stee e e bt e e e b e e e st e e snneeessenes 142



[ ]
I nU ® Contents

FIGURES

Figure 1. LOBASE-5 IMPIEMENTALION ...eeiiiiiiiiiieie ettt e s ee e e s et eeae e s e snebe e ae e snnnaeeeeeeensnnene 5
Figure 2. 1OBASE-2 IMPIEMENTALION ...eeiiiiiiiiieie e et e e st ee e e s e ee e e e s et eeae e s e ssebe e ee e snnnbeeeeeeessnnene 6
Figure 3. 10BASE-T Implementation ...............

Figure 4. Reference Design BIOCK DIagQram .........oouoiiiiiiiiie e e eseieee e s s e e e st ee e e e s eaeee e
Figure 5. “8 Port SWItch” BIOCK DIQQIam ......ccccuueeiiieeestieeesstieeseteeesieeeesenaesseaeesnsaeesnnsaessnaeessraeasssaneannnes
Figure 6. Lo O I ST U LS ) (=T o] o = od S U
Figure 7. PCIl Arbiter State DIiagram L .......ccoeeiiieeiiieiisieeesseeesseeeestareeesteeeessteeesneaeesneaeesaeeensaessnaaeeans
Figure 8. PCI CIOCK DISIIDULION ....vviieiiiie et ie et s st s e s ste e ste e e stee e e ssteaesnseaeeenneaeanneeeeneaeesnnnaeenns
Figure 9. Processor ClOCK DiSTHDULION ..........ueiiiiiie et tie et et e e e e sae e e stae e e sne e e ennnaeeenneae s
Figure 10. LED Interface Signal Relationships ..... .
Figure 11. Generic LED Interface BIOCK DIagQramM ........cceeeiiuiieiiiieeiiieesieeeessese e steeessseaeassseeesssneasssseeesssnnas

Figure 12. LED Interface Example 1 Block Diagram
Figure 13. LED Interface Example 2 Block Diagram
Figure 14. LED Interface Example 3 Block Diagram ...

Figure 15. LED Interface CIOCK/RESEt ROULING ......ceiiuiiiiiiiiiiiie ettt ettt
Figure 16. [ = N O | (o1 U | T USSP PPRPUPIN
Figure 17. INEEITUDPT SOUICES ...ttt et e s et e e e e e bt e e e e e e e e e eeae e nnbnaeeeeee e
Figure 18. Processor Address and Data Bus CONNECLIONS .........cooiuiiiiiiiiiniiien e e 33
Figure 19. DRAM Controller FPGA SIGNAIS ......coiiiiiiiiiiee ittt ettt st sie e en e e e e e e s 38
Figure 20. DRAM Controller FPGA BIOCK DIGQIAM ........coiiiiiiiiiiiiieciiie et 39
Figure 21. DRAM Controller State Diagram .... .
Figure 22. DRAM Controller BIOCK DIAGIAM .......ccuuiiiiiiieiiie ettt ettt e e e sae e s s snee e e e s
Figure 23. DRAM RefreSh TIMING ....ueiiiiiiiie ittt ettt ettt et e e enbe e e enbe e
Figure 24. Fast Page Mode Read With 2,1,1,1 Wait State Profile ..o 50
Figure 25. Fast Page Mode Read With 3,2,2,2 Wait State Profile ...........ccccocoiiiiiiiiinneee e 51
Figure 26. EDO Read With 1,0,0,0 Wait State Profile ............cccceoiiiiiiiiiiiie e 52
Figure 27. EDO Read With 2,1,1,1 Wait State Profile ............cccoeoiiiiiiiiii e 53
Figure 28. DRAM Write With 2,1,1,1 Wait State Profile ..o 54
Figure 29. RAS Signal Connections to Processor DRAM SIMM SOCKELS .........cccevrieieriieenniiin e 57
Figure 30. Processor Addresses for 256KX32 SIMMS .......uiiiiiiiiiiiie it 59
Figure 31. Processor Addresses for 512KX32 SIMMS ......uiiiiiiiiiiiie ettt 60

Figure 32. Processor Addresses for 1Mx32 SIMMs ...
Figure 33. Processor Addresses for 2Mx32 SIMMs
Figure 34. Processor Addresses for 4Mx32 SIMMs
Figure 35. Processor Addresses for 8Mx32 SIMMs

Figure 36. State Diagram for FPGA AcCesSs CONIOIIEN ..........oeiiiiiiiiiiie it 68
Figure 37. FPGA SINGIE BYLE REAUA ....ccoiiiiiiiiiee ittt ettt e n e en e s anne e 69
Figure 38. FPGA 4 BYte BUISE REAM ....c..eeiiiieieeiie ittt et n e e s nae e 70

Figure 39. FPGA Single Byte Write



Contents

Figure 40.
Figure 41.
Figure 42.
Figure 43.
Figure 44.
Figure 45.
Figure 46.
Figure 47.
Figure 48.
Figure 49.
Figure 50.
Figure 51.
Figure 52.
Figure 53.
Figure 54.
Figure 55.
Figure 56.
Figure 57.
Figure 58.
Figure 59.
Figure 60.
Figure 61.
Figure 62.
Figure 63.
Figure 64.
Figure 65.
Figure 66.
Figure 67.
Figure 68.
Figure 69.
Figure 70.
Figure 71.
Figure 72.
Figure 73.
Figure 74.
Figure 75.
Figure 76.
Figure 77.
Figure 78.
Figure 79.

Vi

FPGA 4 BYe BUIST WIIE ..o ie ettt ettt ee e s et ee e e e st tee e e s et e e e s e s nnnnnees 72
Watchdog Timer Circuit BIOCK DIGQIaM .....cc.uevviiiieiiiiiieie e ees e e ae e st e e e s eeeae e e 75
VPP Enable Circuit BIOCK DIQQIam ........cooeiiueiiiieieiiiiiie e s siiee e e seeaeee e e s et eeee e s e eeeae e e 77
Misc Logic FPGA Signals ................

Misc Logic FPGA Block Diagram

Slow Data Bus Read Timing Diagram ........ccocuueiiiieeriieeesieeeesieeesssinesseaesssnnaessneeesssaeensseessnnes 83
Output Port Write Timing DIAgram ........cccuueeiiuiieeieieeeiieeesiieeessteeesssteessneeesseneeessseeesnneaeessseeeennes 87
Input Port Read Timing DIagram ........cooceiiiiieiisie e sieeeceee e st aeeaae e snnae e s sreaeesssaeessseeesensaessnnnes 88
DUART Read Timing Example (Seven Walit StateS) ........ccccvvieiviriiieesiiieeseeeeieeesneieessnae e 90
DUART Write Timing Example (Seven Wait STates) ........ccccveivieiiiiieesieieeseeesieeeeneaeessnae e 91
EPROM Signal Timing for Single Read (6,6,6,6 Wait State Profile) .. .94
EPROM Signal Timing for Burst Read (3,3,3,3 Wait State Profile) .......cccccccoeeviiveiiiieciiinens 95
Flash Memory Map UsiNg 256KX16 DEVICES ......cc.ueeiiueiiriieeiiiireiaieeesieaessineeessinesenseaeesssneesnnes 99
Alternate Flash Memory Map For One Flash Bank of 256KX32 ........ccccoccvveiviiiesinensieeeneens 100
Flash Burst Read Timing for 3,3,3,3 Wait State Profile ...................

Flash Burst Read Timing Example With Extra Recovery Cycle

Flash Burst Write Timing for 2,2,2,2 Wait State Profile ........c.ccocoiiiiiiiii e
Flash Burst Write Timing for 3,3,3,3 Wait State Profile ........ccccooiiiiiiiiieeieee
Signal Timing for Single FIFO REAU .........coiiiiiiiiiiiie et
Signal Timing for Burst FIFO REAM .......coouuiiiiiiiiiiiie it
BuUS MONItOr BIOCK DIAGIAIM ... ..eiiiiiieie ettt ettt b ettt e e esbbe e e snbeeesnneeeeannes

Modular Jack Serial Port Cabling Information
Reference Design Serial Port Cabling ........cc.oooiiioiiiiiiiiie e
10BASE-T PhysSiCal INTEITACE ......coiuiiiiiiii ettt
FPM Signal RelAtiONSNIPS .....coouiiiiiiie ettt ee e e e e ennes
EDO Signal RelationNShiPS .........cooiiiiiiiiiiii ettt ettt e e
Block Diagram of FIFO Interrupt Implemented ...........ccoociiiiiiiiniiiie e
RMON FIFO PLD LOGIC ..ecuteitiiiiitiei ettt ettt sttt ettt sn et sr et sr et sn e
Reading FIFO Contents USING PCl BUS .........iiiiiiiiiiiiieieiiee ittt
PCB DIMENSIONS ...ttt ettt e e se e s s e s
Required Component LOCAIONS ........ceiiuiiiiiiiiiiiieie ettt ettt sbbe e e seiae e
Locations of COMPONENLES IN CASE ......ooeieiieiiiieeiiie ettt ettt sb e e e e ene e
PCI Bus Routing and Components ...........ccccceeeuee

Processor Data Bus Routing and COMPONENTS .......cueeiiiiiiieiiiieeiiie e ee e ree e e e
Processor Slow Data Bus Routing and COMPONENTS .........ccoiiuiieiiireriieee e
GT-48001 DRAM BUS Routing and COMPONENES .......cueiieiieieiiiieaieie e eeee e nere e e
10BASE-T Physical Interface Routing and COMPONENLS ........cueevrieeriirereiieensieee e
PCB LAYEIS ..ttt e ittt ettt ettt ettt e e skttt e e ek et e e et r e e e st e e e
Layer B Partitioning
Layer E Partitioning



[ ]
I nu Contents

Figure 80. High Current Paths in 3.3 V SUPPIY ..veeiririiieeie et ee s 136
Figure 81. 80960Jx Processor ZIF Socket Pin Numbering .......... ... 137
Figure 82. 80960Cx/Hx Processor ZIF Socket Pin NUMDEING ....ccouvvvieiiiiiiieie e 138
Figure 83. Post RJ45 Pin Numbering (J1, J2, @nd J3) ...c.ceieeiiiiiieiieeeieiiieie e e s siieee e e s seaeaeae e s snineeeee e 138
Figure 84. FL1057 Pin Numbering (U134-U139) ... ....139
Figure 85. SIMM Socket (37, J8) Pin NUMDEING ...uvveeiiieeiiiiecitie e itieessee e steees e e s srae e s ssan e e staeeesneeeeennes 139
Figure 86. Dual LED (CR68-CR91) Pin NUMDBEING ...uvveeieieeiieeiiie e eiieeesee e seee e stee e e staeesnnbeeesnnnaeenneeas 139
Figure 87. Reference Design with 100 Mbps Ethernet Port ...........ccccevvveene ....140
Figure 88. Reference Design With High Speed Port Utilizing an 80960RP ...........ccccccveevvivenvieeeciieeenens 141

vii



Contents

TABLES
Table 1.

Table 2.

Table 3.

Table 4.

Table 5.

Table 6.

Table 7.

Table 8.

Table 9.

Table 10.
Table 11.
Table 12.
Table 13.
Table 14.
Table 15.
Table 16.
Table 17.
Table 18.
Table 19.
Table 20.
Table 21.
Table 22.
Table 23.
Table 24.
Table 25.
Table 26.
Table 27.
Table 28.
Table 29.
Table 30.
Table 31.
Table 32.
Table 33.
Table 34.
Table 35.
Table 36.
Table 37.
Table 38.
Table 39.

viii

(DY o= =T o [ =Ty o o] 1 PP 15
Processor Frequency ProgramMiNg ........oeeooieeeereeesiieieee e e esetieie e es s eaeaereeesetneaneees e nsseeeens 19
LAN Port LED Status Bits .

POrt StAtUS LED MOUES ... ..oiiiieiie ettt ettt ettt n e e

LED Data Frame Bit DefiNition ..........ccooiiiiiiiiiiiiie et 23
“Activity” LED Status DiSPlayEa .......cccveeeiieieeiiiieeieie e stie e tteeetae s reae e srae s e snaeasnnae e s snneaeennae e e 27
LED INterface TESt SIGNAIS ....ccovvieeiiieeeitie e eeste s ste e st e e e stee e eneeeee e e e e ennae e tae e e s saeennneas 28
INEEITUDPT SOUICES ...iieiiieie ettt ettt ettt e e sttt ee e e e ekt ee e e e st e e e ee e s e bt aeeeee e stnnnneeeens 30
LY =T g To ] VA 1 - o PP PUPPRPRPOY 31
Memory Map When ROM Swapping Enabled .... .32
DRAM Controller FPGA WIite REQISIEIS ...ccuviiiiiiieciiieeiitie e eestie e sste e s steae s saanessraeeeenseaeenneeeennes 40
DRAM Controller FPGA Read REJISIEIS ....ccuvuiiiieiecieieiiiie e eesiie s steessteaesseanaestaneesnseaeannneesnnes 40
DRAM Controller FPGA Configuration Register Bit Definitions ...........ccccccviviiiiiiiiniinicenn, 41
Example of Clock Cycles Required for Read/Write Accesses ...43
EQUALioNs fOr TADIE 14 .......ooieii et e 43
Tras Values for Refresh CYCIES ........cooooiiiiiiiiii s 47
Recommended CFG9 Programming for Common DRAM SPeeds ........ccccooeeeeiuiireiiiieeniieieens 48
POSSIDIE TRP VAIUES ..o e e 48
Minimum RAS Precharge Time Values for Common DRAM Speeds .........ccccoeviiiiiiineniiinenns 49
Recommended CFG8 Programming for Common DRAM SpPeeds ........ccccooeeeeiiieeiiiieensiiieens 49

DRAM Address Sources
Possible DRAM SIMM Configurations

Address Bits Used in RAS GENEration ..........ccccoooiiiiiiiiiiiie it 58
Address Propagation Delay ANAIYSIS .......ccoiuiiiiiiiiiiie ettt see e e e seeeeas 63
ADS# Propagation Delay ANAIYSIS ......cccuiiiiiiiaiie ittt sibe e see e en e saeeeas 63
Tran Values versus Processor CIOCK FrEQUENCY .......cc.coviiiiiiiiieiiie i 64
Tasc Values versus Processor CIOCK FreQUENCY ........cccociiiiiiiiiiiiieiie e 64
Tcan Values versus Processor CIOCK FrEQUENCY .......ccocovviiiiiiiiiiiiie i 65
DRAM ACCESS TIMES ...ttt ettt ettt sh e b sttt e st et e e e sb e sbb e snae e 65
FPM DRAM Wait State Profiles for Read ACCESSES ........cccoiiieiiiiiiiiiiiiiciii e 65
EDO DRAM Wait State Profiles for Read ACCESSES ........cccveiiiiiiiiiiiiie i 66
DRAM Wait State Profiles for Write Accesses .

DRAM Timing Configuration SUMMAIY ..........cooiiuiiiiieie ettt ee e e sbee e ssbae e nans

FPGA Access Controller State ChanQeS .........oocuiiiiiiiriiiie ettt ebee e

DRAM Controller FPGA First Read Timing ANAIYSIS ......ccuiiiiiiiiiiie e 73
DRAM Controller FPGA Burst Read Timing ANAIYSIS ......c..oeeiiiiiiiiieiiiie e 73
DRAM Controller FPGA First Write Timing ANalySiS ..........ccoiiiiiiiiiiiie e 74
DRAM Controller FPGA Burst Write Timing ANAlYSIS .......c.coeiiiiiiiiiiiriiee e 74

Misc Logic FPGA Write Registers



[ ]
I nu Contents

Table 40.
Table 41.
Table 42.
Table 43.
Table 44.
Table 45.
Table 46.
Table 47.
Table 48.
Table 49.
Table 50.
Table 51.
Table 52.
Table 53.
Table 54.
Table 55.
Table 56.
Table 57.
Table 58.
Table 59.
Table 60.
Table 61.
Table 62.
Table 63.
Table 64.
Table 65.
Table 66.
Table 67.
Table 68.
Table 69.
Table 70.
Table 71.
Table 72.

MiSC LOQIC FPGA REAU REJISIEIS ....oeiiieiitiiieieiee it e e sttt ee e s ee e e e s eeae e snnnte e e ee e e
Misc Logic FPGA Configuration Register Bit Definitions .........cccccceeviiiiiiiiieeniee e
Slow Data Bus Transceiver Timing ANAIYSIS .....c..uueiririiiiiieie e siieie e s e e e snieee e e e s seenees
Misc Logic FPGA Timing Parameters vs. FPGA Speed Grade .... .
Misc Logic FPGA First Read TimiNg ANAIYSIS ......cccuiiiieiiiiiiiiieie e ee e
Misc Logic FPGA Burst Read Timing ANAIYSIS .....ccuvieiiiieeiiiieciie e s seie e sseeees e e s sninessnneeeens
Misc Logic FPGA First Write Timing ANAIYSIS .......cccuveiiieiiiiieiesieessieeeseeeesiaeeeesseeesnneeeeneeees
Misc Logic FPGA Burst Write Timing ANAIYSIS .......c.ueeiiieiiiiieiriieessieeeseees e e snieeesinaessnnees
1O_CLK TimiNG ANGIYSIS ...veeiiiieeieieesitieiestieeestieesstieeesteeesssaeeessseeeasssaeesnsaeeessaeassseseasseeessssseenns
1O_OE# TiMING ANAIYSIS ...vviiiiiiieiiieeecieee et ie et eese e et eeastaeeesssae e sssbeesstaeeesssaeaesseeesaneeeeeanneenas
Important DUART Timing Parameters .............. .
DUART Parameters vs. FPGA SpPeed Grade .........cccccoveeiviieeiinieessinessineessineeessieeesnneessnneeas
DUART Tag TIMING ANAIYSIS .....oooiiiiiiiiiiiiiici e s
DUART Minimum RD# Pulse Width Timing ANAIYSIS ........ccouiiiiiiiiie e
DUART Wait State Profiles and Margins vs. Processor Frequency .... .
EPROM Control Signal Delays vs. FPGA Speed Grade ........cccccoeeiiiriiiiiieeiiie e
First EPROM Read Access Delay (Output Enable Controlled) ...........cccoiiiiiiiiiiiniieniieeeeee,
First EPROM Read Access Delay (Chip Select Controlled) .........cccocceviiiiiiiiieriiiie e
Second-Fourth EPROM Read ACCESS DEIAY ........coiiuiiiiiiiiiiiiiee et
EPROM Wait State Profiles and Margins vs. Processor FreqUENCY ........ccccoveeeeiieeeiieieeeniennns
IBR Addresses Due to Flash Address AlIaSing .........c.coooueiriiiiirieie i
FPGA Flash Timing Parameters vs. FPGA Speed Grade ...

First Flash Read Access Delay (Chip Select Controlled)

First Flash Read Access Delay (Output Enable Controlled) ..........ccoceeiiiiieiiieiniieceneee e

Second-Fourth Flash Read ACCESS DEIAY .........c.coiiiiiiiiiiiiii e

Flash Read Wait State Profiles and Margins vs. Processor FreqUuenCy ..........ccccoeceeeeiieeeennns 106
Flash Output DiSabIe DEIAY .......cc.eeiiiiiiiiiie ettt et 107
Relevant Flash Write TimiNg Parameters ...........cooiiiiiiiiiiiiiie e 107
RMON FIFO Control Signal Delays vs. FPGA Speed Grade ........c.ccccoveeieiiieiniieeniieee e 110
FIFO Read Access TiMiNG ANAIYSIS .....cooiuiiiiiiiiiiiiie ettt et sn e e neae e seee s 110
Reference Design Jumper DefiNitioNS ........c.oooiiiiiiiiiii i 114
DUART AGArESSES ...ttt ettt s bbb a e e e e 116

Parts List






u
I nU AP-733

1.0 Introduction 1.2 Reference Information

1.1 Purpose 1.2.1 Intel Documentation

This document describes a reference design for a 24-pagel documentation is available from your Intel Sales
10BASE-T switched ethernet hub. The reference desigrRiépresentative or Intel Literature Sales.

based on the Galileo Technology GT-48001 Switched

Ethernet Controller (SEC) and an Intel i@6micropro- Intel Corporation

cessor. The GT-48001 provides the ethernet switching Literature Sales P.O. Box 7641

functions while the i960processor provides network Mt. Prospect, IL 60056-764

management and control functions. 1-800-879-46831

The following resources are referenced in this document.

Document Title Order/Contact
1960~ Jx Microprocessor User’s Manual Intel Order # 272483
9607 Cx Microprocessor User’s Manual Intel Order # 270710
19607 Hx Microprocessor User’s Manual Intel Order # 272484

PCI Bus Interface and Clock Distribution Chips Product
Catalog

Am8530H/Am85C30 Serial Communications Controller
Technical Manual

PCI Local Bus Specification Revision 2.1 PCI Special Interest Group 1-800-433-5177
GT-48001 Product Specification Revision 1.0 Galileo Technology, Inc.

PLX Technology, Inc.

Advanced Micro Devices

PCI System Architecture by Tom Shanley and Don Anderson | Publisher: Addison-Wesley
of Mindshare, Inc. ISBN: 0-201-40993-3

1.2.2  Appendices

The appendices to this document are available on Intel's World Wide Web location at
http://www.intel.com/embedded/products/index.html. The appendices can be viewed and printed using the Adobe Acrobat
Reader, which is available at http://www.adobe.com.
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1.2.3 Software 1.3 Important Information Regarding
the Reference Design
Low level hardware device drivers for the reference design

have been developed by Logic Solutions, Inc. e . .
pedbytog 1.3.1  Modifications to the Physical

Logic Solutions has also ported an SNMP/RMON software Interface
stack from Routerware to the reference design. The device ) ) ) ) )
drivers are free and can be obtained from the followid§'® 10BASE-T physical interface described in this

bulletin board service (BBS): document was modified slightly. The 2ZXKresistors that
set the reference levels for the differential receivers were
Intel Corporation removed. This was necessary because the input circuitry of
America’s Application Support BBS the 26LS32 devices already provides a bias voltage at the
(916) 356-3600 associated reference point. The approximate thevenin

equivalent is a +2.5 V source through a 48D€esistor. As
For information on customizing the SNMP/RMON; result, the reference voltage was approximately 500 mV
software stack, contact Logic Solutions at: when the 22 K resistors were installed and 360 mV when
the 22 KQ resistors were not installed. The voltage at the
“+" terminal of the RxD receiver iss 560 mV when the
37_1 Moddy St. receiver output is a logic “1” aneé 230 mV when the
Suite 109 receiver output is a “0”. Increasing the value of the resistors
Waltham, MA 02154 that set the reference voltage (R650-R673) to@1ould
(617)_647_'4885 shift the reference leve@398 mV) closer to the middle of
E-mail: Isi@world.com the hysteresis thresholds.

Logic Solutions, Inc.

For information on licensing .of the SNMP/RMON sc’ft""""r%iasing the center tap of the transformer to +2.5 V (as done
stack contact Routerware at: in Galileo Technology’s reference physical interface)
eliminates most of the effects of the 26LS32 input circuitry

Routerware . .
3961 MacArthur Blvd on the hysteresis. The number of components is reduced
Suite 212 ' when the center tap is grounded, but the hysteresis becomes

Newport Beach, CA 92660 dependent on the 26L.S32 input circuitry.

(714) 442-0770
1.3.2 Performance Testing

1.2.4  Availability of Reference Hubs Intel has not tested the reference design to determine packet

Intel has produced a small quantity (10) of the husnwitching performance. Interested companies may be able

) . ) Fo borrow a reference hub to perform their own testing or
reference design, which are available to local Intel sales

offices. The reference hubs may be loaned to selec%
customers who wish to evaluate the design’s performance.
Interested customers should contact their local Intel sales
office for information on borrowing a reference hub. 1.3.3  Compliance Testing

contact Galileo Technology for information on the GT-
01.

The reference design described in this document has not
been subjected to any testing related to EMI or safety
compliance.

1.3.4 Before Starting a Design

Before starting a design, contact Galileo Technology for the
latest information on the GT-48001.
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The PCI expansion connector was not tested.
The RSTQUEUE# pins on each GT-48001 device were

Miscellaneous Notes and Questions

disconnected from the output port on the reference
hubs. As a result, these pins are always pulled to a logic
“1” (i.e., deasserted) through resistors.

The following questions have arisen regarding the reference

design.

Q:

Q:

Why is there a separate 80 MHz oscillator for each
GT-48001? A

A separate 80 MHz oscillator was used to ensure the
clock integrity of the 80 MHz signal to each
GT-48001 device. The oscillators were placed close to

AP-733

each GT-48001, allowing a very short trace from the
oscillator output to the GT-48001. A single 80 MHz
oscillator could be used if the PC board trace that
routes the signal to each GT-48001 is properly
terminated to ensure good signal integrity at each
GT-48001 device. This can be accomplished by
terminating the signal trace in the characteristic
impedance of the trace.

Why are there two RS-232 ports on the reference
design?

One RS-232 port is intended to be dedicated for use
by the monitor/debugger (i.e., MON960) and the other
RS-232 port is intended to be connected to a terminal
for displaying/modifying management information.

1.4 Notational

Conventions and Abbreviations

The following notation conventions are consistent with other 1960 processor documentation and generic “industry

standards’

#

typewriter
font

UPPERCASE

Number
designations

for hex, decimal,
binary

Units of Measure

NOTE:

Ones listed are
frequently used;
other units and
symbols are used as
necessary.

Pound symbol (#) appended to a signal name indicates signal is active low.

This proportional font is used for code examples. All characters are equal width; this is useful for
maintaining accurate character spacing (e.g., the letter “i" is the same width as the letter “m”).

In text, signal names are shown in uppercase. When several signals share a common name, each
signal is represented by the signal name followed by a number; the group is represented by the
signal name followed by a variable)(e.g., interrupt request signals are named IRQ3, IRQ4, ...

and collectively called IRQ. In code examples, signal names are shown in the case required by
the software development tool in use.

In text — instead of using subscripted “base” designators (e.g), 6tHeading “0x” (e.g., OXFF)

— hexadecimal numbers are represented by a string of hex digits followed by thd.|étzzro

prefix is added to numbers that begin wkthroughF. (e.g.,FF is shown a§FFH.) In examples

of actual code, “0x” is used. Decimal and binary numbers are represented by their customary
notations. (e.g., 255 is a decimal number and 1111 1111 is a binary number. In some cases, the
letterB is added for clarity.)

A amps, amperes

Kbit, Kbyte kilobits, kilobytes
KW kilo-ohms

mA milliamps, milliamperes
Mbit, Mbyte megabits, megabytes
KHz, MHz kilohertz, megahertz
ms milliseconds

ns nanoseconds

us microseconds

UF microfarads

w waitts

\% volts
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The following abbreviations and acronyms are used in thigac

document.
AUI
CAS
CBR

CSMA/CD

DIP
DRAM
DUART
EDO

EPROM

FIFO
FPGA
FPM
IBR
IDC

IEEE
LED

Attachment Unit Interface
Column Address Strobe
CAS Before RAS

Carrier Sense Multiple
Access/Collision Detect

Dual In-Line Package

Dynamic Random Access Memory
Dual UART

Extended Data Out

Electrically Programmable Read Only
Memory

First In First Out

Field Programmable Gate Array
Fast Page Mode

Initialization Boot Record
Insulation Displacement Connector

Institute of Electrical and Electronic
Engineers

Light Emitting Diode

MAU
MIB
MPR
NIC
PCB
PC
PLCC
PQFP
RAS
SEC
SIG
SIMM
™
TSOP

UART
UTP

intal
Media Access Control

Media Attachment Unit
Management Information Base
Multi-Port Repeater

Network Interface Card
Printed Circuit Board
Peripheral Component Interconnect
Plastic Leaded Chip Carrier
Plastic Quad Flat Pack

Row Address Strobe

Switched Ethernet Controller
Special Interest Group
Single In-line Memory Module
Twisted Pair

Thin Small Outline Package

Universal Asynchronous
Receiver/Transmitter

Unshielded Twisted Pair
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2.0 Switched Ethernet Background device must terminate its transmission (i.e., backoff), then

. ) wait a specific period before attempting to transmit again.
Ethernet networks were originally based on a single shafggh \yait period is defined in the IEEE standard that governs
coaxial cable. This design permits only one of the devicg$ernet networks (IEEE 802.3). The period is based on a

attached to the network to transmit at any given time. Th&,qom number generator such that the devices are unlikely
method for determining which device can transmit is knowg attempt to transmit again at the same time.

as CSMA/CD (Carrier Sense Multiple Access/Collision

Detect). With a single shared cable, a device must monifgfe coaxial cable versions of ethernet are known as
the cable and wait until there are no transmissions occurrfig@BASE-5 and 10BASE-2. Th&0 refers to the data rate
before attempting to transmit. A problem can result if tw@0 MHz), BASE refers to baseband transmission, afd

or more devices attempt to transmit at approximately thed -2 refer to the type of cable. 10BASE-5 (“thick
same time, causing a “collision.” Thus, it is necessary fethernet”) is the original ethernet and uses a thick coaxial
devices to incorporate collision detection. When a deviggble. 10BASE-5 can have a maximum segment length of
transmits, it also checks the cable to see if the received 800 meters. 10BASE-2 (“thin ethernet”) uses a thinner
transmitted data match. A failure to produce matching dai@axial cable and can have a maximum segment length of
indicates that multiple devices are driving the cablegs meters.

resulting in corrupted data. When a collision is detected, a

Transceiver

Figure 1. 10BASE-5 Implementation
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Figure 2. 10BASE-2 Implementation

2.1 10BASE-T Ethernet 1. When a device transmits data, the data is “repeated”

onto all of the receive wire pairs.
For the past several years, most ethernet networks have been

based on 10BASE-T cabling, which uses unshielded twisgd When two devices attempt to transmit at the same
pair (UTP) cable. The main reasons for the popularity of time, the MPR simulates a collision by transmitting an
10BASE-T are cost and ease of maintenance and instal- incorrect pattern on all receive wire pairs.

lation. The use of UTP cable allows the use of existing

phone cable to implement computer networks. The imple-

mentation of ethernet over UTP is different than for

10BASE-5 or 10BASE-2. 10BASE-T uses two pairs of

wires (four wires total), with one pair for transmitting data

and one pair for receiving data. Having separate receiving

and transmitting wire pairs prevents directly connecting

more than two computers together. For 10BASE-T, a device

is needed to route traffic from the transmitting wire pairs

onto the receiving wire pairs. Multi-port repeaters (MPR)

were developed for this purpose. An MPR (also known as a

hub or concentrator) makes the UTP cabling appear as a

single cable in the following manner:
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HUB

Figure 3. 10BASE-T Implementation

Thus, the MPR makes 10BASE-T cabling act the sameZ&8 Switching Hubs

10BASE-5 and 10BASE-2 cabling to a network interface ) ) )

card (NIC). In fact, this was necessary for legacy reasoﬁ%‘{'mhed ethernet make_s the hup intelligent by redu_cmg the
since the existing NICs were designed for 10BASE-5 afmber of ports to which data is repeated. Consider the
10BASE-2. Most NICs have an Attachment Unit Interfad@!lowing examples:

(AUI), which is a generic interface not specific to a type ?S repeating hub connects four devices: A, B, C, and D. A

eamts to transmit a packet to B and C wants to transmit a

cable. Another device, the media attachment unit (MAU
provides the mterface from the AUI port to the actual gab acket to D at the same time. The sequence of events may
used. MAUs exist for connecting to all of the variou .

ethernet cabling used. When 10BASE-T first becan%oceed as follows:
popular, the NICs were connected via 10BASE-T MAUg.
Newer NIC cards almost always provide an AUI port and a
10BASE-T port. The AUI port is usually provided to allow

compatibility, via an MAU, to ethernet cabling other than

10BASE-T.

A and C detect that the cabling is idle (no transmis-
sions) and both begin to transmit at essentially the
same time, creating a collision. The hub detects data
transmitted from two or more ports and simulates a
collision to all ports. A and C detect the collision,
terminate their transmissions, and “backoff’ for a

Two new technologies have been advanced recently to .
random time.

improve the performance of 10BASE-T networks. These
technologies, switched ethernet and full-duplex etherngt,
take advantage of 10BASE-T's two-way path for data
communications (i.e., a wire pair for receiving data and a
wire pair for transmitting data).

C’s random backoff timer expires and the device starts
to transmit its data packet. The hub repeats C'’s trans-
mission to all ports (A, B, C, and D). The devices
connected to ports A and B ignore the data packet
received.

3. A detects no activity on the network and transmits its
data packet to B. The hub repeats A's transmission to
all ports, with C and D ignoring the received packet.
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A “switching” hub treats this scenario in a more intellige®t switching hub must know the addresses of device(s)
manner. The sequence of events would proceed as followsinnected to each of its ports. In general, a switching hub
learns the device addresses for a port by monitoring the
1. Aand C detect that the cabling is idle (no transmisoyrce addresses in packets received from that port. When a
sions) and both begin to transmit at essentially thgcket is received, the destination address is compared
time. The hub repeats the received transmission fref§ainst the known device addresses. If the address is found,
A back to A and the received transmission from e packet is entered in the destination port's output buffer.
back to C. The interfaces to B and D are idle at thisthe address is not found, the packet is entered into the
time. output buffer of all ports except for the port on which it was

. received.
2. The hub buffers the data packets received from A an

C then analyzes the packets to determine their desfigitching hubs can become overloaded and lose data if

nation. The hub then retransmits the packet receivgsieral ports send data packets to the same destination. The

from A to B and the packet received from Cto D.  gwitching hub is able to buffer the packets for a limited
eriod of time, determined by the size of its buffer memory.

i itted i llel althouah th ; delay due t hen the switching hub’s buffer memory is exhausted, the
ransmittec in parafiel, althoug ere Is a defay due to can discard packets it receives, resulting in the need for

buffering of the data'pack.ets within the hub. Consider t se packets to be retransmitted at a later time. Another
S"’T”?e example, b_Ut in this casg A_and C are _bOth tragﬁbroach taken by switching hubs is to simulate collisions
mitting to B. In this case, the §W|tch|ng hu_b a_galn TeCeIVEhen its internal buffers are full. This method is known as
both packets, but after analyzing the destination addressggck pressure” and works only for half-duplex ethernet.

it sends the packets serially to B. The advantage to this approach is that the device sending

From these examples, it is apparent that the switching rﬂ%a to the h%lb knows immediately that the packe_t has not
must maintain two buffers or queues for each of its ports:%‘?\en transmitted successfully. When the hub discards a
input buffer and an output buffer. When the hub receivB&CKet, the upper-layer network protocols must detect a
data packets from a port, the data packets are entered Tng pgc_kgt and request th_at _'t be an@mltted.

the port's input buffer. The packets in a port's input buﬁgiherefore, it is important that a switching hup either have a
are then analyzed to determine the destination. The pack¥@e buffer memory or a method for delaying data trans-
are then copied to the destination port’s output buffer. pgfssion, such as “back pressure.

multi-cast and broadcast addresses, the packets are copied

to the output buffer of all ports (except the port from which

it was sent).

With a switching hub, the two packets can now
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2.3 Full-Duplex Ethernet 3.0 Design Information

With full-duplex ethernet, an NIC does not implemerfhis document describes a reference design for a managed
collision detection, since data can be received asditched ethernet hub that provides support for full-duplex
transmitted at the same time, effectively doubling thlethernet. This design is intended to form the basis from
bandwidth of the interface. However, it must appear towdnich an organization can design a switched ethernet
NIC that there is only one device at the other end of theduct.
cable (i.e., there can be no collisions). A switching hub
eliminates collisions by buffering received data until th3e

data can be transmitted. Features

The design presented in this document has the following
2.4 Managed and Unmanaged Hubs features.
The need for network management has increased dranfati- 24 switched 10BASE-T ethernet ports provided by
cally as networks have become an integral part of a three GT-48001 devices from Galileo Technology.
company'’s day-to-day operations. With this reliance on the _ RMON Data acquisition via 1 Kx32 FIFO
data network, the ability to determine how a network is
operating is critical to improving performance and
detecting problems early. Many network devices today have 1960 processor for network management and control.
a built-in network management function that collects
information on the device and/or allows the device to be
configured. This management function may be accessed
using several methods. For example, the device could*be PCI Bus
controlled/monitored locally via a terminal or remotely via _ |nterconnection of GT-48001 devices and i960
the network or modem. Processor.

— Four status LEDs per port

— Allows 80960Jx, Cx, or Hx processor to be
installed for evaluation.

A switching hub can be either unmanaged or managed. An — One expansion PCI connector.
unmanaged hub has the basic switching circuits while. a Boot Block Flash

managed hub adds a processor that collects and proceses
information from the hub. An unmanaged hub is cheaper, — 1 Mbyte to 4 Mbyte
because there is less circuitry, and costs less to developDRAM

(part_icularly since there_ i_s no software development 1 Mbyte to 16 Mbyte banks
required). However, building a network around an

unmanaged hub may provide far less performance than can— Two SIMM sockets

be realized with managed hubs. This results from the fact _ Fast Page Mode or EDO
that determining the best configuration can be very

difficult. Data networks are often partitioned to even the 128 Kx8 EPROM
load across the network components (hubs, bridges, routers,64x16 serial EEPROM
etc.). With a managed hub, i‘t is relatively ga§y to det_ermi.ne Dual serial ports

the usage pattern for the various ports. This information can

lead to a more optimal network configuration.

] 3.2 Reference Design Overview
Although unmanaged hubs may be cheaper in the short

term, managed hubs are often less expensive in the I6fgure 4 shows a block diagram of the reference design.
term due to increased productivity and network utilizatiofigure 5 shows the “8 Port Switch” block in more detail.
This is especially true with organizations whose networks

and users are constantly changing. An optimum configu-

ration one day may be a poor solution the next.
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80960 Local Bu:
par 4\
Clock
Distribution j C 8 Port Switch
10BASE-T Physical
Interfaces
PCI Expansion <:>
Connector
(==)| 8Portswitch
10BASE-T Physical
Interfaces
PCI Bus Arbiter <:>
< : > 8 Port Switch
10BASE-T Physical
80960 to PCI Bridge | &) Interfaces
(PLX9060)
\/ 128Kx8 EPROM \,/\::> EESFe'g?jloM
80960 Local Bus I I
80960 Memory Dual Serial
Processor DRAM Controller FLASH Ports

Figure 4. Reference Design Block Diagram

The reference design implements 24 ethernet ports usiing clock distribution block provides low skew clocks for
three GT-48001 Switched Ethernet Controller (SEC) IG@se PCI interface devices and the processor-related devices.
from Galileo Technology, Inc. The physical interface for allhe design provides for separate PCI and processor clocks.
24 of the ethernet ports is 10BASE-T. The “8 Port Switclifor example, the PCI bus could operate at 33 MHz while
block contains an SEC, DRAM for the SEC, LED interfadfe processor bus could operate at 25 MHz.

cicuitry, a FIFO, and an 80 MHz clock oscillator. A PCI bus

provides the interface between the SECs and an i96te design allows an i96processor from the 80960Jx,
processor. A FIFO that collects RMON informatio0960Cx, or 80960Hx families to be installed. The
provides a second interface between each SEC and rgfgaining blocks provide memory (DRAM, FLASH,
processor’s local bus. The input side of the FIFO conneE8ROM) and two serial ports.

to the SEC and the output side connects to the processor’s

local bus. I/O signals are also routed to the eight Port

Switch blocks to allow the processor to initialize the SEC

chips and control the LED interface (for testing).

The PCI bus arbiter block, implemented with an FPGA,
provides bus arbitration and bus parking functions. A PCI
expansion connector has been provided to allow PCl-based
boards to be interfaced when the reference design is used
for evaluation purposes. For example, a fast ethernet, ATM,
or FDDI board could be installed to allow development of a
10 Mbit switched ethernet hub that has one high-speed port.

10
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pc1 < >
80 MHz
Clock
lor2
MBytes
DRAM
10BASE-T Physical
GT-48001 \:/‘: : Interfaces (8)
|

1Kx32
80960 Local Bus _ FIFO

l[e]

LED
LEDs Interface
Logic

Figure 5. “8 Port Switch” Block Diagram

3.3 PCI Bus and Arbiter Figure 6 shows a block diagram of the devices on the PCI

) ) ) bus and how they are connected.
A PCI bus interface is used for exchanging data between the

SEC chips and the i96frocessor. Connecting devices that
utilize a PCI interface is relatively simple. The majority of
the signals are connected as a bus with some signals run
point-to-point. The signals that must be run point-to-point
are the request, grant, and clock signals. The PCI clock
distribution is discussed in Section 3.4, Clock Synthesis and
Distribution. Pull-up resistors are also required for a
number of signals.

11
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PCI ARBITER FPGA

(U15)

PULL-UP
RESISTORS
(R800-R807)

REQ#

GNT#

REQ# | | GNT#

REQ#

GNT# REQ# | | GNT# REQ# | | GNT#

PCIBUS

GT-48001
u3)

GT-48001
4

PCI Expansion
Connector
6)

GT-48001
(C)

PCI9060
(U10)

Figure 6. PCI Bus Interconnect

Pull-up resistors are required on the following PCl bu&Cl Arbiter

signals:

FRAME#
TRDY#
IRDY#
DEVSEL#

STOP#
SERR#
PERR#
LOCK#

An arbiter is required to determine which PCI device will
have access to the bus. An FPGA device, (a Quicklogic
QL8X12B) implements the arbitration function. When a
PCI device needs to perform accesses on the bus, the device
asserts its REQ# signal. Before performing the access, the
device must wait until it is granted the bus by the arbiter and
the bus becomes idle. The arbiter grants the bus to a device
by asserting the device’s GNT# signal. PCI bus arbitration
is “hidden,” which means that the arbitration can take place

The i960processor local bus is interfaced to the PCI bl%h”e a bus transaction is in progress. This is why a device

through a bridge chip, the PCI9060 from PLX technolo
The PCI bridge chip allows devices on the PCI bus to acc
the processor bus and for the processor to access the

must wait for the bus to become idle before performing its

gPF'Sagsaction. A device's grant can be asserted, then

8Fserted, if another device with a higher priority requests
the

bus. The two buses operate independently except when bus. Thus, a bus grant is only valid when the bus has
accesses are made between them.

12

bécome idle.
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The bus arbiter for this reference design implements fhiee PCI arbiter design can be implemented, when the PCI
following priority scheme: bus is not reset, to park the bus in one of two ways:

» The PCI9060 (i.e., processor) always has the highest By performing the bus parking function itself.
priority. Its request will always be granted ahead of any

- By letting the bus master that was last granted the bus
other device requests.

perform the bus parking function. This is done by
* The other four devices have equal priority, with the bus maintaining GNT# asserted to the last bus master. The
granted in a round-robin fashion. PCI specification requires that a device whose GNT# is

asserted when the bus is idle assume the bus parking
In addition to bus arbitration, the FPGA performs the “bus fynction.

parking” function for the PCI bus. Bus parking means that

the PCI bus signals that are normally not driven when thke option implemented in the reference design is for the
bus is idle must be driven by the bus parker to prevenarbiter to perform the bus parking function. The primary
potential high current condition (due to the CMOS inputeason for choosing this option is that it is easier to
floating to a level that turns on both the N and P chanm@lplement.

transistors of the input buffer). The following signals must

be driven by the bus parker: Appendix C contains the schematics for the PCl Bus

Arbiter FPGA. Figure 7 below shows the state diagram for

AD[31:0] performing bus parking. The bus is parked during State 1.
C/BE[3:0]# State 2 serves as an intermediate state when transitioning to

PAR and from State 1 to allow the device currently driving the

bus to turn off its output drivers. Bus grants will only be
NOTE:  PAR should be parked one clock later than  active during State 3. Note that the state machine remains in
AD[31:0] and C/BE[3:0]#. State 3 until the bus becomes idle and no REQ# or GNT#

) line is asserted. This is necessary to ensure that the bus
The bus should be parked during reset and when the busfiager and a device do not simultaneously drive the bus. For

become idle (FRAME# and IRDY# both deasserted). Thgample, a device could remove its REQ# after its GNT# is

PCI Local Bus SpecificatioRevision 2.1 (page 9) definesyggerted (during its bus transaction); however, the bus is not
the bus parking requirements during reset as follows: 4.

Anytime RST# is asserted, all PCl output
signals must be driven to their benign state. In
general, this means they must be asynchro-
nously tri-stated ... REQ# and GNT# must both
be tri-stated (they cannot be driven low or high
during reset). To prevent AD, C/BE#, and PAR
signals from floating during reset, the central
resource may drive these lines during reset (bus
parking) but only to a logic low level—they may
not be driven high.

The design of the bus arbiter parks the bus during reset
(drives the AD, C/BE#, and PAR signals low). However, the

bus arbiter does not float the GNT# signals because this
would result in a floating input to each PCI device unless

pull-up resistors were used on the GNT# signals. The
REQ# signals are pulled up with resistors. This is especially
important for the expansion connector; if this slot is empty

the REQ# line would always float.

13



[ ]
AP-733 | ntel

/ Reset

w >

A: Any REQ# Asserted
B: Any REQ# Asserted
C: (Any REQ# Asserted) OR (Any GNT# Asserted) OR (Bus is not idle)

Figure 7. PCI Arbiter State Diagram 1

Sheet 1 of the PCI Bus Arbiter Schematics shows the sfate remainder of the logic performs the arbitration for
machine that implements the above state diagram. Hsserting GNT# for the device with the highest pending
actual implementation is somewhat different than the statgority REQ#. For the processor GNT#
diagram. The difference is as follows: (PCI_PLX_GNT#), the logic is relatively simple. The
processor’s request is always granted (it is the highest
A: (Any REQ# Asserted) OR (Any GNT# Asserted) ORyiority device). The logic is shown on Sheet 4 of the PCI
(Bus is not idle) Bus Arbiter Schematic. However, the GNT# must be
asserted in an orderly manner; i.e., the GNT# cannot be
B (Any _REQ#_ Asserted) OR (Any GNT# Asserted) O%sserted immediately if the bus is parked. This is accom-
(Bus is not idle) plished by OR’ing State 1 into the GNT# logic. In addition,
C:  (Any REQ# Asserted) OR (Any GNT# Asserted) og;{\e bus arbiter cannot assert a GNT# to one device and
(Bus is not idle) deassert a GNT# to another dew_ce in t_he same clgck cycle.
Therefore, the GNTS_ACTIVE signal is AND’d with the
By making all of the cases identical, the design §&NTO# signal to prevent GNTO# from becoming active in
simplified. Note that in State 1 or State 2, a GNT# shoufée next clock cycle if GNT# is asserted to a different device
never be asserted and the bus should always be idleinsée current clock cycle. The requirement that all GNT#s
including them in the state equations does not change §edeasserted for one clock cycle is the result of a process
functionality of the state machine. called “stepping.” The reader is referred to the PCI specifi-
cation or a book on PCI for information on stepping. The
Sheet 5 of the PCI Bus Arbiter Schematics shows the liansition state is required only when the bus is idle, but for
parking drivers. Note that the drivers, as implemented, aimplicity, it is always performed by the PCI arbiter. The
actually open drain outputs turned on during State 1, witlst signal that is part of the GNTO# logic is PRI_REQ,
the PAR driver delayed one clock cycle. which is treated the same as REQO#. PRI_REQ provides a

14
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method for preventing “deadlock,” which is discussed laterctive in the previous clock cycle. This indicates that the
PRI_REQ is derived from the PLX_PRI_REQ# inpugevice whose GNT# was active in the previous clock cycle
which is run through a three stage synchronizer befésenow the bus master. The Round Robin device that was
being used. The signal must be synchronized internaifypst recently bus master is indicated by the PM[4:1]

because it is a programmable output from the PCI90&§@nals, one of which will be active. This information is

bridge chip and thus its relationship to the PCI clock ised to determine a device’s request priority in the logic for
unknown (it is referenced to the processor clock). the Round Robin devices (see Sheets 2 and 3 of the

Schematic).
Sheet 4 (top center) of the PCI Bus Arbiter Schematic

shows the logic that indicates which of the devices wilthe priority (lower value = higher priority) is shown in the
equal priority (also known as Round Robin devices) wédlowing table:

last a bus master. The RR_Device_Took_Bus signal (see

Sheet 1 of the Schematic) is active when the bus transitions

from idle to not idle and a Round Robin device GNT# was

Table 1. Device Request Priority

PM4:1] REQU# REQ1L# REQ2# REQ3# REQ4#
riority Priority Priority Priority Priority
0001 0 4 3 2 1
0010 0 1 4 3 2
0100 0 2 1 4 3
1000 0 3 2 1 4

The combinatorial logic before each GNT# flip-flop allowsame device that is accessing the processor bus). The
the GNT# to be asserted for the device with the high€XEI9060 datasheet implies that in this case, even if the
priority request pending (lowest value in table). The Roudevice times out and relinquishes the PCI bus, the same
Robin GNT# logic is basically the same as the GNT@kevice will not respond to the processor’s request, creating
logic but with the priority resolution included. “full deadlock.”

Sheet 1 of the Reference Design Schematic in AppendixTAe PCI Local Bus SpecificatiofRevision 2.1 does not

shows the PCI Arbiter FPGA. describe this condition, but assuming that it does occur, one
of the remedies suggested by PLX Technology should be
Deadlock performed. One method is to force the processor to

The PLX PRI REO# i d PLX PRI GNT# “backoff” (i.e., terminate its access) and allow the PCI bus
€ _PRI_REQ# input an — = OUPUl o5 to take place. This approach works for the 80960Cx
are included to allow a potential solution to the “deadloc ”nd 80960HXx families of processors, which have a BOFF#
problem as described in _PL_X T_echnologyml Bus in that forces a “Bus Backoff.” The BOFF# approach is
Interface  and Clock Distribution Chips Produc mplemented in the MISC_LOGIC FPGA. However, the

Catalog/1995(page 19). Deadlock can accur when th§0960Jx family does not support Bus Backoff; therefore
processor attempt_s o acces; the PCI bus and, at aPPIOiher approach is required. This approach makes use of
mately the same time, a device on the PCI bus attempt,{: pp REQ# (an output signal from the PCI9060) and
access the processor bus. Neither access can be comp, t%j—PRI GNT# (an input to the PCI9060). In this
until one of the devices terminates its access. Eventuaél pr?)ach,_ described in the PCI9060 datasheet, the
the PCI device will timeout and then attempt to re-arbitr;ggocessor asserts PLX_PRI_REQ# then waits until
for the bus, allowing th_e PCI9060 (processor)_to get the &_IX PRI GNT# is asserted before performing the PCI
bus before the bL,JS 1S granted to the dewce_. Howevg&ess. When the access is completed, PLX_PRI_REQ# is
deadlock can be either “partial” (the processor is access sserted. The logic in the PCI Arbiter FPGA treats
a different device from the one that is trying to access tgé%( PRI_REQ# as if it were a request by the PCI9060
processor bus) or “full” (the processor is accessing thﬁgh_est _priority). PLX PRI GNT# is asserted when
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GNTO# is asserted and the bus is idle (indicating the PQie critical timing parameters (from the PCI Specification)
bus is free). for the PCI Arbiter FPGA are as follows:

PCI Arbiter Timing

Symbol Min Max Units
CLK to Signal Valid Delay - point-to-point 2 12 ns
Input Setup Time to CLK - point-to-point (REQ#) 12 ns

The first parameter indicates the time from the rising edge Flip-Flop driving the output pad is also placed in a
of the CLK signal until the GNT# signals are valid. The logic module close to the signal’s assigned pin using
second parameter indicates the guaranteed setup time for the “PLACE” attribute. Thus the Flip-Flop outputs
the REQ# signals relative to the rising edge of CLK. The driving the GNT# outputs have the lowest possible
PCI Arbiter FPGA is implemented in a QuickLogic internal loading.

QL8x12B-0PL68C FPGA (Field Programmable Gate

Array). The “-0” speed grade is the second slowest of the Registering the REQ# inputs before using them
speed grades available (-X, -0, -1, -2). The -0 part can be internally (i.e., the logic is “pipelined”). This is
used by doing the following: necessary because the internal delay of the REQ#
inputs cannot satisfy the setup time to the Flip-Flops
that generate the GNT# signals. The setup times
cannot be satisfied using even the fastest Quicklogic
device (-2 speed grade).

1. Duplicating the Flip-Flops for the GNT# outputs as
shown on Sheets 2, 3, and 4 of the PCI Arbiter
Schematics. One Flip-Flop drives only the output
buffer while the other Flip-Flop drives the combina-

torial logic that uses the GNT# signals internally. ThEhe “Path Analyzer” tool, which is part of the QuickLogic
software, was used to analyze the delays. The following are

the delay values for a -0 speed grade:

Symbol Min Max Units

CLK to Signal Valid Delay - point-to-point 3 11.7 ns
Input Setup Time to CLK - point-to-point (REQ#) 6.3 ns

voltages, if required, must be provided using P26. Sheet 33
) ) ) of the Reference Design Schematic in Appendix A shows
A PCI expansion connector is provided to allow otheke pinout for P25 and P26. Note that no other devices in the
PCl-based devices to be installed when the reference degigrence design require +12V or -12V. The 80960Hx
is being used as an evaluation board. For example, a Ipgtessor requires +3.3 V, which is supplied by a 5V to
Ethernet, ATM, or FDDI PCI board could be installed in3 3/ converter located on the board. However, this
this slot and the processor could be used to transfer d@averter cannot supply enough current for both the
between the SEC chips and the installed PCI card. 80960Hx processor and the PCI expansion slot. Therefore,

. L _+3.3V for the PCI expansion slot is provided from an
Sheet 33 of the Reference Design Schematic in AppendnéﬁemaI supply via P26

shows the expansion connector (J6).

Expansion Connector

. . . . Interrupts
This connector is for a 5V, 32-bit PCI expansion card. The

expansion slot requires four power supplies: +5V, +3.3¥he PC| specification defines four interrupt signals: INTA#,
+12V and -12 V. The +5V power is provided by the +5 YTB#, INTC#, and INTD#. These interrupt signals are
supply used to power the reference design (and is inpukfRred between devices using Open-Drain drivers. The SEC
the board on P25). The other three PCI expansion connegigp has one INT# pin, the expansion connector has INTA#,
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INTB#, INTC#, and INTD# pins, and the PCI9060 has €4 Clock Synthesis and Distribution

INTA# pin. The PCI9060 also has other pins that can be ) ) )

used to generate an interrupt: LSERR# and LINTOFNe reference design requires clock signals for the
Normally, PCI device interrupt pins are connected Kgllowing purposes:

connecting the INTA# signals together, the INTB# signals PCI Bus

together, the INTC# signals together, and the INT

signals together, then running the resulting four interrupt  processor Bus

signals to the interrupt controller (in this case the 80960

CPU). Note that the SEC INT# pin is equivalent to INTA8. DUART (AM85C30) PCLK

The disadvantage to this approach is that when an interrupt

occurs on INTA#, the software must poll each device 6 DUART Baud Rate Generator

determine the source of the interrupt. Therefore, in the o )
reference design, the interrupts for the SEC chips ah@e clock for the PCI bus must be distributed with a
PCI9060 are run directly to the 80960 CPU. The expansfB@ximum clock skew of 2 ns between any two components
connector interrupt pins cannot be run directly to the 80986cording to the PCI specification. To satisfy this
CPU because there are only eight interrupt pins availagfguirement, a low-skew clock driver, the CDC340 from
(XINT[7:0]#). Therefore, the four interrupt pins from thel€*as Instruments, is used. The CDC340 provides eight

expansion connector are tied together and a sin{ff§¢/-Skew outputs with a maximum output skew of 0.6 ns.
connection is made to the 80960 CPU. n addition, the trace lengths of the PCI clock signals are

restricted to be within £0.1 inches of each other. The trace
Refer to the section on “Interrupt Sources” for morength to the expansion connector was shortened to account
information on the interrupt connections to the 80960 CPIor the clock trace length on the expansion card (2.5 + 0.1

inches). All outputs from the clock driver are series
Additional PCI Information terminated with 22) resistors at the source to reduce

) . . ) rin?ing of the signal lines.
A detailed discussion of the PCI bus is beyond the scope o

this document. For more information on the PCI bus, refeigure 8 shows a block diagram of the PCI clock distri-
to the PCI Local Bus SpecificatiofRevision 2.1 or to bution implementation (refer to Sheet 3 of the Reference
another resource concerning the PCl bus suclP@s Design Schematic in Appendix A).

System Architecturgsee page 1).
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22
GT-48001
YWW U3)
22 GT-48001
YWWA (Ua)
22 GT-48001
YWW (US)
Oscillator Low-Skew
(U56) Clock Buffer
(U12) 2
VWA PCI9060
(U10)
22 PCI Expansion
VW Connector
(J6)
22 PCI ARBITER
YWWA FPGA
(U15)
Note: All quantities are in ohms.

Figure 8. PCI Clock Distribution

Figure 9 shows the implementation for the remainiribe serial clocks (e.g., 19200 baud). The 16 MHz clock is
clocks. A clock synthesizer chip from Integrated Circuitivided by 2 in an FPGA to generate an 8 MHz clock for the
Systems is used to derive the processor and DUART clodR&IART's PCLK input. The DUART interface is explained
The clock synthesizer, AV9155A-23, can be programmedito more detail Section 3.12.6, Dual UART (DUART)
generate eight different output frequencies that are deriv@dntrol Signals. Note that the 16 MHz and 1.843 MHz
from a 14.318 MHz crystal. The frequency that is generateldck signals are not affected by the programmed frequency.
is determined by a 3-bit code programmed using three poles

of an eight-pole DIP switch. Table 2 shows the possible

frequencies. The ability to program the processor frequency

is useful when using the reference design as an evaluation

platform. In addition to the programmed clock, the clock

synthesizer provides 16 MHz and 1.843 MHz clock signals

that are used by the DUART (AM85C30). The 1.843 MHz

clock is used by an internal baud rate generator to generate
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Note: All quantities are in ohms unless otherwise indicated.

22
AAAA Jx Socket
14.318 Mhz v (U1)
ey Crystal
(Y1)
22
AAAA Hx Socket
v (V2
DIP 1 Clock 22
SWITCH +——  Synthesizer  —AMAM—— Low-Skew 22
(sw1) (U13) Clock Buffer MW PCI9060
w11 (U10)
FREQUENCY é
SELECT 22 > 22 22 DRAM
ANAAA Controller
WW FPGA
(U19)
16Mhz
22 MISC LOGIC
FPGA WWA FPGA
(U19) (U20)
1.843 Mhz
22 AM85C30
8Mhz (U49)

Figure 9. Processor Clock Distribution

A low-skew clock driver is also used for distributing theame time the processor does. All of the clock signals are
processor clock to the processor, PCI bridge, and FP&ies terminated with 22 resistors at the source to reduce
devices. This is done because the iBG6 is a synchronousringing of the signal lines. Refer to Sheet 3 of the Reference
bus referenced to the processor clock input. Therefore,Design Schematic in Appendix A for the processor clock
achieve optimum bus performance, devices interfaced to tgribution circuit (the DIP switch is located on Sheet 25).
bus (or their controllers) need to receive the clock at the

Table 2. Processor Frequency Programming

Switch Settings
3 5 9 1 Code Frequency (MHz) Actual Frequency (MHz)
On On On 0 375 37.585
On On Off 1 16 15.970
On Off On 2 30 30.068
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Table 2. Processor Frequency Programming
On Off Off 3 20 20.045
Off On On 4 25 25.057
Off On Off 5 33.33 33.238
Off Off On 6 40 40.091
Off Off Off 7 26 25.952

35 LED Interface

indicates activity. The GT-48001 maintains LED-related

information internally and outputs this data using a serial

Most 10BASE-T hubs use LED indicators to display th@ierface. The LED information is output continuously
status of the connected LAN ports. The number of LEi’aIIowing device reset in a 128-bit frame using

indicators varies, but a typical implementation provides t"Y&Iowing three signals:
LEDs per port: one indicates port status and another

LEDCIk:

This signal is a 1 MHz clock with a nominal duty cycle of 50%.

LEDStb:

This signal is active high during the first bit (bit 1) of each LED data frame. LEDStb makes
transitions on positive edges of LEDCIlk and is active for one clock cycle (1 US) out of every
128 clock cycles (128 ps).

LEDData#:

This signal provides one bit of LED information every clock cycle. LEDData# makes
transitions on positive edges of LEDCIK. The first bit in an LED frame is numbered 1 with the
number of each subsequent data bit number incremented until the number reaches 128,
which is the last bit in the frame. Note that this signal is active low.

Figure 10 shows the signal relationships for the three signals at the start of an LED frame.

LEDStb
LEDData# 1 1 0 1 1 0 0 1 1- 3-

Bit Number: 127 128 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17

Figure 10. LED Interface Signal Relationships

20
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There are seven LED status bits associated with each Lédpture an LED data frame and use the captured data bits to
port, as shown in Table 3. The port_status bit indicates théve the desired LEDs. Figure 11 shows a block diagram
status conditions as shown in Table 4. The definition of the basic concept for displaying LED information.

each bit in the 128-bit LED frame is shown in Table 5.

Some of the LED status signals may change at a relativ'éﬁﬁ external circuit design is based mainly on two factors:
high rate (e.g., receive_data and transmit_data) and maytAgt LED information that will be displayed and the
provide a visual indication on an LED when they occur omplexity of the control logic. It is assumed that the LED
the pulse widths are short. However, the GT-480dnterface is implemented in some form of Field Program-
internally stretches pulses associated with the receive_dgtable Gate Array (FPGA). The circuit design will also be a
transmit_data, and collision status bits such that they &#Bction of the FPGA family that is used to implement the
approximately 0.5 seconds wide at the LED interfacgreuit (i.e., if the FPGA architecture is rich in registers or
Therefore, it is necessary only for external circuitry gPmbinatorial logic).

Table 3. LAN Port LED Status Bits

Name Description
transmit_data Indicates if data is currently being transmitted on the port.
receive_data Indicates if data is currently being received on the port.
collision Indicates if a collision has occurred on the port.
unknown_enable Indicates if the forwarding of unknown packets is enabled.
port_sniffer Indicates if the port has been configured as the sniffer port.
full_duplex Indicates if the port is configured for full-duplex operation.
port_status Indicates the status of the port.

Table 4. Port Status LED Modes

LED Condition Status Indicated Notes

On (Constantly) OK
Off (Constantly) Port is disabled.

The LED is active for a 420 ms period every 5

Blinks Once Link Integrity test failed. seconds.

The LED is active for two 420 ms periods every 5
Blinks Twice Partition seconds. The two 420 ms periods are separated by
1.26 seconds.
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Figure 11. Generic LED Interface Block Diagram



intal

Table 5. LED Data Frame Bit Definition

AP-733

Table 5. LED Data Frame Bit Definition

Bit Number Usage Bit Number Usage
1 [0] port_status 32 Private
2 [1] port_status
3 [2] port_status 33 [3] transmit_data
4 [3] port_status 34 [3] receive_data
5 [4] port_status 35 [3] collision
6 [5] port_status 36 Private
7 [6] port_status 37 [3] unknown_enable
8 [7] port_status 38 [3] port_sniffer
39 [3] full_duplex
9 [0] transmit_data 40 Private
10 [0] receive_data 41 [4] transmit_data
11 [0] collision 42 [4] receive_data
12 Private 43 [4] collision
13 [0] unknown_enable 44 Private
14 [0] port_sniffer 45 [4] unknown_enable
15 [0] full_duplex 46 [4] port_sniffer
16 Private 47 [4] full_duplex
48 Private
17 [1] transmit_data
18 [1] receive_data 49 [5] transmit_data
19 [1] collision 50 [5] receive_data
20 Private 51 [5] collision
21 [1] unknown_enable 52 Private
22 [1] port_sniffer 53 [5] unknown_enable
23 [1] full_duplex 54 [5] port_sniffer
24 Private 55 [5] full_duplex
56 Private
25 [2] transmit_data
26 [2] receive_data 57 [6] transmit_data
27 [2] collision 58 [6] receive_data
28 Private 59 [6] collision
29 [2] unknown_enable 60 Private
30 [2] port_sniffer 61 [6] unknown_enable
31 [2] full_duplex 62 [6] port_sniffer
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Table 5. LED Data Frame Bit Definition

Bit Number Usage
63 [6] full_duplex
64 Private
65 [7] transmit_data
66 [7] receive_data
67 [7] collision
68 Private
69 [7] unknown_enable
70 [7] port_sniffer
71 [7] full_duplex
72 Private

73-128 Private
NOTES:

1. [] contains the port number for the associ-
ated status bit. For example, “[6]
receive_data” indicates the associated bit is
the receive_data status bit for port 6.

24
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Figure 12 shows a block diagram for a conceptually simple
circuit for capturing the LED status information. In this
circuit, the serial data (LEDData#) is shifted into a 128-bit
shift register on the negative edge of the LEDCIk. Each time
that LEDStb goes high, the data currently in the shift
register is captured in a 128-bit register. The register output
can then be used to drive the LED circuits. Although this
circuit is conceptually simple, it requires a significant
number of Flip-Flops (256). The number of Flip-Flops that
are required can be reduced because the output register only
needs Flip-Flops for status bits used to control LEDs. For
example, 16 Flip-Flops would be required to display a
port's status and activity (an OR gate would be used to
combine the receive_data and transmit_data bits before the
output register). However, this circuit always requires that
the input shift register be 128 bits long.
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LED Status

LEDSth ———®»f Enable
128 Bit Register

128

LEDCK —>0
LEDData# —| >0——

128 Bit Shift Register

Figure 12. LED Interface Example 1 Block Diagram

Figure 13 shows the block diagram of another circuit fdhe circuit implemented for the reference design is a
capturing the LED status information. This circuit uses a @@mbination of the circuits shown in Figures 13 and 14. The
bit synchronous counter to indicate which bit in the LEPort_status bits are captured with the circuit in Figure 14
frame is currently being received. The counter is synchiamd the other LED status bits are captured with the circuit in
nously reset by LEDStb. The counter outputs are decodedrigure 13. The reference design circuit was implemented in
enable a specific Flip-Flop that captures the desired LEDQuickLogic QL8x12B FPGA in a 68-pin PLCC package
status bit. If one LED is used to indicate activity, an OR ggtene FPGA for each GT-48001). The lowest available speed
would be used to combine the outputs of two Flip-Flopsade is used, -X. Four LEDs are available for each LAN
(corresponding to the receive_data and transmit_data stgimis. A dual right angle LED, visible on the front panel, is
bits). This circuit requires significantly fewer Flip-Flops buised to display status (lower LED) and activity (upper
more combinatorial logic. LED).

Figure 14 shows the block diagram of another circuit that
can be used for capturing the LED status information. This
circuit is a combination of the two LED Interface circuits
already discussed. In this circuit, the LEDStb signal is
shifted through an n-bit shift register. The outputs from this
shift register enable Flip-Flops that sample the current value
of LEDData. At most, one shift register output is high at any
time. The maximum shift register length is 71 bits because
there are no LED status bits located after bit 72 (LEDStb
serves as the enable for the Flip-Flop that captures the [0]
port_status value).
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Figure 14. LED Interface Example 3 Block Diagram

Two single top view LEDs, located behind the dual riglictive when there is data either being received or
angle LED, are used to display the receive_data anansmitted (i.e., logical OR of the receive_data and
collision status. The top view LEDs are used only faransmit_data status bits). To facilitate debugging, two
debugging and are not visible when the reference desiginputs (ACT_LED_SEL[1:0]) select what status is
enclosed in a case. The “activity” LED would normally bdisplayed on the “activity” LED, as shown in Table 6.

Table 6. “Activity” LED Status Displayed

ACT_LED_SELJ[1:0] Status Displayed
00 receive_data OR transmit_data
01 transmit_data
10 receive_data
1 collision
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For test/debug purposes, four signals are brought to thierface. These signals, from an output port controlled by
FPGA that allow the processor to simulate the LEfbe processor, are described in Table 7.

Table 7. LED Interface Test Signals

Signal Description

This signal selects which set of Clock, Data, and Strobe signals will drive the
internal logic of the LED Interface FPGA. A logic 0 selects the GT-48001 signals
and a logic 1 selects the test signals (TEST_CLK, TEST_STB, and
TEST_DATA#).

This signal becomes the LED Interface clock signal to the internal logic of the
LED Interface FPGA when TEST_ENABLE is asserted.

TEST STB This signal becomes the LED Interface strobe signal to the internal logic of the
- LED Interface FPGA when TEST_ENABLE is asserted.

TEST_ENABLE

TEST_CLK

TEST DATA# This signal becomes the LED Interface data signal to the internal logic of the LED
- Interface FPGA when TEST_ENABLE is asserted.

Figure 15 shows a block diagram of the test signal muldietermine which LED status bit is being received (status
plexing. This figure also shows the method that was udgge and associated port). The decoded signals are used on
for routing the clock and reset signals onto low-skew clo&heets 3-6. Note that the outputs are active low (inverted by
networks in the QuickLogic FPGA. The QL8x12B has twihe output buffer) to allow the FPGA to drive an LED
low-skew clock networks that can be used to route clockdirectly using the circuit shown in Figure 16. This circuit
reset signals to logic modules in the device. Thimes not require the FPGA to source current to turn the
QuickLogic databook indicates that to connect a signal lt&D on. In general, it is preferable for a CMOS device to
these low-skew networks, it is necessary to bring the desisétk current because less voltage drop occurs in the output
signal onto the FPGA device using the CLK input pindriver when sinking current. The LEDs used are low current
However, the reset signal needs to be inverted and the cldekices that require only 2 mA. Low current LEDs were
signal needs to be multiplexed, then inverted. Therefore, theed to lower the 5V current required. Note that there are
multiplexed/inverted clock signal and the inversion of tH# LEDs displaying LAN port status, which would require
reset signal are routed off the chip so they could be route®6® mA if all were on and 10 mA LEDs are used. The
the FPGA CLK input pins via the Printed Circuit Boardurrent drops to a maximum of 288 mA using the low
(PCB). This implementation is shown in Figure 15. Theurrent LEDs (the current may be as high as 3 mA with the
CLK, CLR, STB, and DATA signals are used by the internal0 KQ current limiting resistor).

logic that captures a port's LED status information. The

CLR signal, when asserted, forces all LED outputs off. Refer to Sheets 7, 8, and 9 of the Reference Design
Schematic in Appendix A for the LED Interface circuitry

Appendix B contains the schematics for the LED Interfaé@aplemented on the PCB.
FPGA. Sheet 1 contains the multiplexing logic. Sheet 2
contains an 8-bit shift register whose outputs provide the
enable signals (X[7:0]) for the Flip-Flops that capture the
port_status LED information. Sheets 3 to 6 contain the logic
for capturing the receive_data, transmit_data, and collision
data for each port. These sheets also contain the circuitry
that selects the output for the “activity” LED. Sheet 7
contains a 7-bit counter that indicates which bit is being
received. This counter is synchronously reset to 1 by the
STB signal. This counter will halt when it reaches 127 and
will remain at a value of 127 until the STB signal is high.
Sheet 8 contains the logic that decodes the counter value to
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3.6 Interrupt Sources
Table 8 lists the 80960 interrupt inputs and the source that drives each interrupt.

Table 8. Interrupt Sources

Interrupt Input Source
NMI# PCI9060 LSERR#
XINT7# PCI9060 LSERR#
XINT6# Bus Error
XINTS5# 85C30 Dual Serial Controller
XINTA4# PCI9060 INTA#
XINT3# SEC #3
XINT2# SEC #2
XINT1# SEC #1
XINTO# PCI Expansion Connector
Note: A jumper selects whether the PLX9060 LSERR# signal goes to NMI#, XINT7#,
or neither.
+5V +5V
P23
NMI#
SEC3 INT# XINT3# XINT7# J igl LSERRY LINT
Us 1]
PCI9060
u10
SEC2 INT# XINT2# XINT4# INTA# LINTO#
U4
80960
CPU
SECL INT# XINT1# vz Misc Logic
U3 XINT6# BUS_ERROR_INT# FPGA
u20
INTA#
i~ INTB# XINTO#
Expansion
Connector INTC# XINTS# INT# AMgigso
J6 INTD#

Figure 17. Interrupt Sources
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Figure 17 shows the interrupt sources graphically. TBe7 Memory Map

connection of LINTO# to LINTI# on the PCI9060 allows

INTA# to be asserted if LINTO# is asserted. Thus, afP'e 9 shows the memory map for the reference design.
interrupt source for LINTO# becomes an interrupt sour te that complete decoding of the 32-bit address bus is not
for INTA#. Note that the PCI9060 LSERR# output can gerformed and therefore “aliasing” of addresses occurs. For

connected to either XINT7# or NMI# of the CPU vi§*@mple, only six address bits, ADDR[31:26], are used in
the chip select logic for the boot EPROM, a 128 Kx8

jumper P23.
device. Thus, ADDR[25:17], are “don’t cares” in the
EPROM chip select decoding.
Table 9. Memory Map
Address Range Bus Width Device/Function
0000 0000 - 0000 03FF N/A Internal 1960 Static RAM
0000 0400 - 1FFF FFFF 32 Aliased DRAM
2000 0000 - 3FFF FFFF 32 DRAM
4000 0000 - 4000 OOFF 8 85C30-8 Dual Serial Controller
4000 0100 - 4000 01FF 8 Misc Logic FPGA
4000 0200 - 4000 02FF 8 DRAM Controller FPGA
4000 0300 - 5FFF FFFF Unused
6000 0000 - 6000 OOFF 32 Input Register
6000 0100 - 6000 O1FF 32 Output Register
6000 0200 - 6000 07FF Unused
6000 0800 - 6000 O9FF 32 SEC #1 RMON FIFO
6000 OAQO - 6000 OBFF 32 SEC #2 RMON FIFO
6000 0CO00 - 6000 ODFF 32 SEC #3 RMON FIFO
6000 OEOO - 7FFF FFFF Unused
8000 0000 - 9FFF FFFF 32 i960 Local Bus to PCI Bus
AO000 0000 - BFFF FFFF 32 PLX PCI9060 Internal Registers
C000 0000 - D7FF FFFF Unused
D800 0000 - DBFF FFFF 32 Flash Bank 2
DCO00 0000 - DFFF FFFF 32 Flash Bank 1
E000 0000 - FBFF FFFF Unused
FCO00 0000 - FFFF FFFF 8 Boot EPROM (27C010)

Memory areas that have their device/function specified as
“Unused” do not have hardware logic implemented that
generates a READY# acknowledgment. Thus, an access to
these memory areas causes the processor to halt until the
Bus Monitor circuit times out and generates a READY#
acknowledgment. Refer to Section 3.12.10, Bus Monitor,
for more information.
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ROM Swapping

The chip select decoding logic allows the memory areas used by the Flash memory and the Boot EPROM to be swapped,
resulting in the following memory map for the CO00 0000 to FFFF FFFF memory region.

Table 10. Memory Map When ROM Swapping Enabled

Address Range Bus Width Device/Function
C000 0000 - DBFF FFFF Unused
DCO00 0000 - DFFF FFFF 8 Boot EPROM (27C010)
E000 0000 - F7FF FFFF Unused
F800 0000 - FBFF FFFF 32 Flash Bank 2
FCO00 0000 - FFFF FFFF 32 Flash Bank 1
The “ROM Swapping” is controlled by Switch 4 of the DIF3.8 Processor Bus Configuration

Switch (SW1), as shown on Sheet 25 of the Reference ) )

Design Schematic in Appendix A. When Switch 4 is Opéﬂgure 18 shows a block of the various devices connected to
(SWAP_ROM# = 1), the decoding in Table 9 is performeﬁ‘.e 80960 processor address and data buses. Note that the
When Switch 4 is closed (SWAP_ROM# = 0), the decodir‘iﬁp three boxes represent the “processor.” Only one of the
is modified as shown in Table 10. “ROM Swapping” iiwo processors is enabled. When the 80960Cx/Hx processor
implemented to allow software development to take plaigeenabled, the address latch (U38-U41) is disabled as well
using an EPROM until the software has progressed to @5 the 80960Jx processor. The address latch captures the
point where the FLASH memory can be used as the pgggress from the multiplexed address/data bus of the
device (software can be downloaded into the F1a8R960Jx processor, allowing the 80960Jx processor to look
memory). When the FLASH memory is used as the pdike a 80960Cx/Hx processor (separate address and data
device, the “ROM Swapping” can be left enabled and theSes)-

EPROM no longer used.

Design Considerations

The assignment of addresses was driven by a consideration
of how the PMCON (Physical Memory Configuration)
registers would be programmed to access the memory
regions for an 80960Jx processor. The PMCON registers—
there are eight in a 80960Jx processor—define the bus
width of a memory region. The bus width can be 8, 16, or
32 bits and each memory region is 512 Mbytes. Thus, it is
important to group devices with similar bus widths in the
same memory region. For example, I/O registers and
RMON FIFOs are assigned addresses that place them in the
same memory region because they are 32-bit wide devices.
When a 80960Cx or 80960Hx processor is used, the
memory configuration programming is less restrictive
because the memory region granularity is 256 Mbytes (16
memory regions).
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ADDRESS IX Processor CX/HX
LATCH Processor

(U38-U41) (S 2)

PROC_A[31:0] PROC_BE[3:0}# l - l
L 4 L 4
PROC_D[31:0]
—T T \ 4 @ T—. T

MISC DRAM DRAM

PCI9060 TRANSCEIVER LOGIC FPGA FLASH CONTROLLER SIMM
(U10) (U34-U37) (U20) (U6-U9) FPGA SOCKETS

(U19) (37,8)

4 .
T T T SLW_PROC_D[31:0]

éisgoxfﬂ AMB5C30 SEC 1 FIFO SEC 2 FIFO SEC 3 FIFO |:84F2>OUTA—§
33 (U49) (U63, Ub4) (U65, U66) (U65, U66) (U45-U48)

Figure 18. Processor Address and Data Bus Connections

Note from the figure that there is one address bus but teixuit board. Therefore, a transceiver (U34-U37) is used to
data buses. The address bus is not heavily loaded, asette a secondary data bus. The logic that controls the
connects to eight loads, but there are 20 devices (maximtirahsceiver is located in the MISC LOGIC FPGA. Sheet 26
that have data bus connections (DRAM counts as 4, Flaslthe Reference Design Schematic shows the transceiver.
counts as 2, and the 1/O ports count as 2). As a result, the

data bus is separated into two data buses (one fast and one

slow). Devices that are accessed often such as DRAM and

Flash are placed on the “fast” data bus (Proc_D[31:0]),

whereas devices that are accessed infrequently (I/O ports)

or that are inherently slow (AM85C30) are placed on the

“slow” data bus (SLW_PROC_D[31:0]). A second consid-

eration in the assigning of devices to the “slow” data bus is

their physical location. The devices on the “fast” data bus

can be physically close together, whereas the devices on the

“slow” data bus tend to be widely dispersed on the printed
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3.9 110 Note that the four octal registers share the same clock signal
) (I0_CLK) and therefore must be written as a 32-bit
The reference design contains two 1/O registers. Opgiaple. If software attempts to write a single byte (or 16-
register is an input register (24 bits) and the other registepiSyord) of the output register, the contents of the other 24
an output register (32 bits). The input register is construcigl (16 bits) will be unknown after the write. Also, the
from three latches (74ACT573), where the latch enaRlgntents of the output register cannot be read back.
(LE) signal is tied high (asserted) and the output enalifarefore, the software should maintain the value of the
(OE#) is asserted when the input register contents are b‘?g@ster in a variable for use when manipulating only a
read. The input register OE# (I0_OE#) is generated by liition of the register. The input register could be treated as
Misc Logic FPGA. The output register is constructed frofigjyigual bytes by the software, if desired, because there
four octal registers (74ACT574), where the OE# is tied f9¢ g adverse affects from reading only part of the register.
POS_PROC_RESET and the clock input is from the Miggyte that if the software reads only one byte, the entire
Logic FPGA. The output register is tri-stated when ﬂ?ﬁput register is enabled onto the data bus and the

processor is reset, to allow the signals driven by the OUtBHScessor’s bus controller feeds the desired byte to the
register to be set by pull-up or pull-down resistors. This ﬁ?ocessor core.

useful only if the processor is continuously reset using

jumper P1 while the remainder of the circuitry is allowed ®heet 25 of the Reference Design Schematic shows the

operate (unmanaged hub mode). input and output register circuits. Refer to Section 3.12,
Misc Logic FPGA, for information on generating 10_CLK
and IO_OE. The individual bits for the input register are as
follows:
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Bit O:

Bit 1:

Bit 2:

Bit 3:

Bit 4:

Bit 5:

Bit 6:

Bit 7:

Bit 8:

Bit 9:

Bit 10:

Bit 11:

Bit 12:

Bit 13:

Bit 14:

Bit 15:

SEC1_FIFO_EF#
SEC1_FIFO_HF#
SEC1_FIFO_FF#
0

SEC2_FIFO_EF#
SEC2_FIFO_HF#
SEC2_FIFO_FF#
0

SEC3_FIFO_EF#
SEC3_FIFO_HF#
SEC3_FIFO_FF#
0

PCI9060 DMAPF#
0

0

(Empty Flag, active low, for SEC 1 RMON FIFO)
(Half Empty Flag, active low, for SEC 1 RMON FIFO)
(Full Flag, active low, for SEC 1 RMON FIFO)
(Unused)

(Empty Flag, active low, for SEC 2 RMON FIFO)
(Half Empty Flag, active low, for SEC 2 RMON FIFO)
(Full Flag, active low, for SEC 2 RMON FIFO)
(Unused)

(Empty Flag, active low, for SEC 3 RMON FIFO)
(Half Empty Flag, active low, for SEC 3 RMON FIFO)
(Full Flag, active low, for SEC 3 RMON FIFO)
(Unused)

(Direct Master FIFO Almost Full, active low)
(Unused)

(Unused)

Data Out from the Serial EEPROM (U52)

Bits 23:16 are the value of the DIP Switch (SW1).

AP-733

Bits 18:16 select the processor clock frequency (see Section 3.4, Clock Synthesis and Distribution).

Bits 19 indicates the value of the SWAP_ROM# input to the Misc Logic FPGA.

0: Flash Memory is the boot device.

1: EPROM is the boot device.

Bits 23:20 are user-definable.

The individual bits for the output register are as follows:

Bit O:

Bit 1:

Bit 2:

Bit 3:

SEC1_RSTQUEUE#
SEC1_ENDEV#

SEC1_FIFO_RESET#

(RSTQUEUE# signal for SEC 1)
(ENDEVH# signal for SEC 1)
(Reset, active low, for SEC 1 RMON FIFO)

(Unused)
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Bit 4:

Bit 5:

Bit 6:

Bit 7:

Bit 8:

Bit 9:

Bit 10:

Bit 11:

Bit 12:

Bit 13:

Bit 14:

Bit 15:

Bit 16:

Bit 17

Bit 18:

Bit 19:

Bit 20:

Bit 21:

Bit 22:

Bit 23:

Bit 24:

Bit 25:

Bit 26:

SEC1_TSTLEDDATA#
SEC1_TSTLEDSTB
SEC1_TSTLEDCLK
SEC1_TEST_ENABLE
SEC2_RSTQUEUE#
SEC2_ENDEV#

SEC2_FIFO_RESET#

SEC2_TSTLEDDATA#
SEC2_TSTLEDSTB
SEC2_TSTLEDCLK
SEC2_TEST_ENABLE
SEC3_RSTQUEUE#
SEC3_ENDEV#

SEC3_FIFO_RESET#

SEC3_TSTLEDDATA#
SEC3_TSTLEDSTB
SEC3_TSTLEDDATA#

SEC3_TEST_ENABLE

Serial EEPROM Chip Select

Serial EEPROM Clock

Serial EEPROM Data Input

(Test Data signal for SEC 1 LED Interface)

(Test Strobe signal for SEC 1 LED Interface)

(Test clock signal for SEC 1 LED Interface)

(Enables test signals to control SEC 1 LED Interface)
(RSTQUEUE# signal for SEC 2)

(ENDEV# signal for SEC 2)

(Reset, active low, for SEC 2 RMON FIFO)

(Unused)

(Test Data signal for SEC 2 LED Interface)

(Test Strobe signal for SEC 2 LED Interface)

(Test clock signal for SEC 2 LED Interface)

(Enables test signals to control SEC 2 LED Interface)
(RSTQUEUE# signal for SEC 3)

(ENDEV# signal for SEC 3)

(Reset, active low, for SEC 3 RMON FIFO)

(Unused)

(Test Data signal for SEC 3 LED Interface)

(Test Strobe signal for SEC 3 LED Interface)

(Test clock signal for SEC 3 LED Interface)

(Enables test signals to control SEC 3 LED Interface)

Bits 31:27 control five user-defined LEDs that are intended for use as an aid in debugging.

NOTES:

1. Toturn on an LED, the associated bit should be written with a 0.
2. Refer to Section 3.5, LED Interface, for a description on the use of the LED test signals.

36

U®



u
I nu AP-733

3.10 Reset Note that the PCI9060 PCI reset (RST#) is connected to
) ) PU_RESET# instead of PCI_RST#. This effectively

Sheet 2 of the Reference Design Schematic shows {8goves the PCI9060 from the PCI bus since the PCI9060

power up reset circuit for the reference design. R * 5 d serve no purpose if the processor is reset.

Supervisory Circuit” chip, the MAX707 from Maxim

Integrated Products, generates the power reset. This ¢fBDs provide a visual indication when PU_RESET# (CR2

contains a power up reset circuit and a power fail indicalgeD) and PCI_RST# (CR1 LED) are asserted. These LEDs

circuit. The power fail indicator circuit is not used. Thare for diagnostic/debugging purposes and cannot be seen if

MAX707 monitors the +5 V supply and asserts RST# whefe circuit board is in a case.

the voltage is below 4.65 V. The MAX707 uses a simple

connection for a push-button switch to manually generde watchdog timer circuit is located in the DRAM

reset. The push-button switch (SW2) is a small surfagentroller FPGA. This circuit provides the reset for the

mount switch that would not be accessible if the printgocessor and related circuits (DUART, Flash, etc.). The

circuit board is installed in a case. It is intended for use agatchdog timer is reset by PU_RESET#, but then generates

debugging aid to allow resetting the circuit withouhe PROC_RESET# and POS_PROC_RESET signals used

removing power. elsewhere. The watchdog timer circuit is described in the

Section 3.11, DRAM Controller FPGA.

The RST# output from the MAX707 is then buffered by a

guad XOR gate (74AC86). At this point, two reset signals

are generated: PC|_RST# and PU_RESET# TRell ~ DRAM Controller FPGA

PCI_RST# is simply a buffered version of the MAX707

RST# and is routed to devices connected to the PCI BYS;1 1 overview

The PU_RESET# signal is determined by jumper P1, which

selects either the MAX707 RST# signal or GND. In thehe reference design contains two QuickLogic FPGA

normal configuration, P1 would be set to select MAX7Qfevices that provide logic for the processor section of the

RST# and the PU_RESET# and PCI_RST# signals wodlesign. One FPGA was originally intended to contain only

be the same. If P1 is set to select GND, PU_RESET# vglpRAM Controller while the other FPGA would contain

be continuously asserted. This capability was provided @ remaining required logic (i.e., Misc Logic). However, it

allow the processor circuitry to be disabled, converting thgs necessary to incorporate part of the remaining logic in

reference design into an unmanaged hub. This capabilif¢ DRAM Controller FPGA because of pin and logic

would be used only for debugging or evaluation purposegonstraints in the Misc Logic FPGA. As a result, the

DRAM Controller FPGA contains the following logic:

* DRAM Controller

e Watchdog Timer

e Flash VPP Enable

* DUART Clock Divider

Appendix D contains the DRAM Controller FPGA
Schematic.

Figure 19 shows the input and output signals from the
DRAM Controller FPGA.
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DRAM
CONTROLLER FPGA

CLK16MHZ —— | REF_CLK WD_RESET# |————————# PROC_RESET#

PROC_CLK4 ———— = CLK POS_WD_RST ———® POS_PROC_RESET

PU_RESET# ————— | PU_RESET#

VPP_EN# [ ® VPP_EN#
PROC_A[31:2] — | ADDR[31:2]  DRAM_ADDR[10:0] ——————— = PROC_DRAM_ADDR[10:0]
PROC_BE[3:0f ————— | BE[3:0}# DRAM_RAS[3:0}4 [————® PROC_DRAM_RAS[3:0}#
PROC_ADS# ————— | ADS# DRAM_CAS[3:.0l# [ ® PROC_DRAM_CAS[3:0}#
g —

PROC_W/R# ————— | W/R# DRAM_WE# PROC_DRAM_WE#

PROC_BLAST# ———————| BLAST#
SLW_PROC_D[7:0] <¢—————= [ DATA[7:0]

PROC_READY#

DUART_CLK

PROC_READY#

DUART_CLK

Figure 20 shows a block diagram for the DRAM Controlldrits reduces the number of pins required by the FPGA and
FPGA. The Device Control block controls writing data teimplifies board layout. The Device Control block generates
and reading data from the FPGA itself. This block al$our “write enable” signals for writing data to the FPGA
contains some timing logic. The DUART_CLK is an 8 MH#there are four byte addresses for the FPGA). When data is
signal generated by dividing the REF_CLK (a 16 MHieing read from the FPGA, the Device Control block asserts
signal) by 2. The RFSH_REQ signal is an input to ti®ATA_BUS_EN, which enables the output drivers for the
DRAM Controller that indicates that a refresh cycle shoulthree-statable Output Mux (i.e., allows the FPGA to drive
be performed. The TRFSH1 signal from the DRANhe DATA[7:0] bus).

Figure 19. DRAM Controller FPGA Signals

Controller is asserted during a DRAM refresh cycle and is
used to clear the RFSH_REQ signal. The EN_67KHZ#
signal is used by the Watchdog Timer circuit for timing
purposes. This signal is derived from the REF_CLK
(divided by 240) and then synchronized to CLK
(EN_67KHZ# is low for one CLK cycle every 15)uhe
FPGA is connected as an 8-bit device to the processor’s
slow data bus (SLW_PROC_D[7:0]). Using only eight data
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|—— vPP_EN#
DATA[7:0] ~—— THR%Eﬁ;AJ/T*BLE |~—— DATA_BUS_EN
BE[L:O}# —— e |~—— CFG[15:0]
WD_RESET_CNT[7:0]
DATA[7:0] ——8=|
PU_RESET# —=|
WR_REG_EN4 ——#=| WATCHDOG # \WD_RESET#
EN_67KHZ# ——#= TIMER # POS_WD_RST
CLK ——=
DATA[7:0] ——=| VPP l«—— POS_WD_RST
CLK —— =] ENABLE _
WR_REG_EN3 ——# PORT & VPP_EN#
C'jK , |~-—— POS_wWD_RST
DATA[7:0] ~—8= ADDR[31:2] — » DRAM_ADDR[10:0]
BE[3:0]# —— =] DRAM = DRAM_RAS[3:
CLK —— - | [3:0]#
ADDRI312 ADSH,WI/R# BLAST# —#= CONTROLLER » DRAM_CAS[3:0J#
[31:2] CFG[15:12],CFG[10:0] — = # DRAM_WE#
BE[3:0[# — RFSH_REQ —— —— TRFSH1
ADS# —=
W/R# ——= RD_READY WR_READY
BLAST# —#= A
PU_RESET# > LK READY [~—— pOs_wD_RST
REF_CLK ——# LOGIC # PROC_READY#
A
FPGA_READY
CLK —»=| |«—— POS_WD_RST
ADDR[31:2] ——# [&—— TRFSH1
BE[1:0}# —— | DEVICE # DUART_CLK
ADSH#WIR#BLAST# —= o = RFSH_REQ
CFG11 —»| — WR_CFG_EN[4:1]
REF_CLK ——= - EN_67KHZ#
——= DATA_BUS_EN
CLK CONFIGURATION
DATA[7:0] —— =~ S en [——® CFC[15:0]
WR_REG_EN[2:1] —— 8|

Figure 20. DRAM Controller FPGA Block Diagram

The FPGA responds to reads and writes in a 256 b@€d1.2 Registers

memory region located from 0400 0200 to 040

address is fixed inside of the Device Control block’s logidables 11 and 12 define the DRAM Controller FPGA

0 02FF. This

Although the FPGA responds to accesses in a 256 biggisters.

memory region, there are only four registers

that can be

read or written. This results from the fact that not all address

bits are used in the chip select decoding logic
are not used and therefore are “don't cares’
select decoding logic. This results in address

which a register can be accessed by more than one address.

. ADDRJ[7:2]
" in the chip
“aliasing,” in

39



AP-733

intal

Table 11. DRAM Controller FPGA Write Registers

Primary Address

Description

4000 0200

Configuration Register (Low Byte)

4000 0201

Configuration Register (High Byte)

4000 0202

VPP Enable Register - Writing to this register enables/disables the VPP supply to
the Flash memory. VPP is enabled to the Flash memory (allowing the Flash
memory to be written) only if the VPP_EN# is asserted. Writing a value of Oxa3 to
this register will assert VPP_EN#. Writing any value other than 0xa3 will cause
VPP_EN# to be deasserted. VPP_EN# is deasserted as the result of a power up or
Watchdog Timer reset.

4000 0203

Watchdog Timer Register - Writing a value of 0xf3 resets the Watchdog Timer.
Writing any value other than 0xf3 to this register has no effect. The Watchdog Timer
is disabled following a power up reset and remains disabled until this register is
written with a value of Oxf3. When enabled, the Watchdog Timer will generate a
980 ms reset pulse if not updated with a value of 0xf3 for a period of 14.74 seconds.

Table 12. DRAM Controller FPGA Read Registers

Primary Address

Description

4000 0200

Configuration Register (Low Byte)

4000 0201

Configuration Register (High Byte)

4000 0202

VPP Enable/WD Status - Reading from this location returns the status of the
VPP_EN# signal in bit 0 and the Watchdog Timer in bit 7. Bits 1 to 6 should be
considered undefined.

If bit0is a1, VPP_EN# is asserted (i.e., VPP_EN# is a logic 0). If bit 0 is a O,
VPP_EN# is deasserted. Thus, the value returned in bit O is inverted from the
VPP_EN# signal.

If bit 7 is a 1, the Watchdog Timer is disabled. If bit 7 is a 0, the Watchdog Timer is
enabled. The CPU can use the value of bit 7 to determine the source of a CPU
reset. Following reset, if this bit is a 1 the reset was caused by a power up reset,
whereas a 0 indicates that the source was a Watchdog Timer reset.

4000 0203

Watchdog Timer Reset Count Register - Reading from this location returns the
number of Watchdog Timer resets that have been generated mod 256 (i.e., the
counter will roll over from 255 to 0).

The Configuration register is 2 bytes, with each byte written
individually. However, software can treat the Configuration
register as a 16-bit word and the processor will perform a
burst access where the bytes are read or written consecu-
tively. As shown in Tables 11 and 12, the value of the
Configuration register can be read back. The Configuration
register is used primarily for configuring the DRAM
Controller. Of the 16 bits in the Configuration register, 15
define operation of the DRAM Controller and one is

unused.
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Table 13. DRAM Controller FPGA Configuration Register Bit Definitions

AP-733

Configuration Register
Bit(s)

Description

15

DRAM Type - Specifies the type of DRAM installed. The type
of DRAM affects the timing of the DRAM control signals. Note
that EDO DRAM will work with either FPM or EDO compatible
signals but FPM DRAM will only work with FPM compatible
signals.

1 - selects Fast Page Mode (FPM) compatible signals.
0 - selects Extended Data Out (EDO) compatible signals.

14

SIMM Banks - Selects the number of DRAM banks to
assume for each DRAM SIMM (attached to the processor) in
the reference design. There are two DRAM SIMM sockets
attached to the processor in the reference design. DRAM
SIMMs are available in either single or dual bank configura-
tions.

1 - selects Dual Bank mode (total of four DRAM banks
possible).

0 - selects Single Bank mode (total of two DRAM banks
possible).

13:12

DRAM Depth - Specifies the depth of the DRAM banks,
which is related to the number of address bits required. For
example, selecting 256 K means that the DRAM banks are
256Kx32 and require nine address signals.

00 - 256 K
01-1M
1x-4M

11

Unused - This configuration bit is unused.

10

ADS Delay - Selects whether the ADS# signal is delayed by
one clock signal before being used by the DRAM Controller.

0 - ADS# not delayed
1 - ADS# delayed one clock cycle

Refresh RAS Pulse Width - Specifies the number of clock
cycles the RAS pulses are asserted during DRAM refresh
cycles.

0 - two clock cycles
1 - three clock cycles

Minimum RAS Precharge Time - Determines the minimum
number of clock cycles that RAS will be deasserted before
another DRAM access is performed. Note that this number
can be higher if a DRAM access is not performed immediately
following the current DRAM access.

0 - selects one clock cycle.
1 - selects two clock cycles.
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Table 13. DRAM Controller FPGA Configuration Register Bit Definitions

Wait State Profile for DRAM Writes - CFG[7:6] is NWDD,
CFG[5:4] is NWAD.
0xO0x: 1,111
1x0x: 1,2,2,2
74 ox10:  2,1,1,1
1x10: 2,2,2,2
0x11: 3,1,1,1
1x11:  3,2,2,2
Wait State Profile for DRAM Reads - CFG[3:2] is NRDD,
CFG[1:0] is NRAD.
000x:  1,0,0,0 (Not valid for FPM)
0010: 2,0,0,0 (Not valid for FPM)
0011: 3,0,0,0 (Not valid for FPM)
3:0 010x: 1,1,1,1 (Not valid for FPM)

0110: 21,11
0111: 31,11
1x0x:  1,2,2,2 (Not valid for FPM)
1x10: 2,2,2,2
1x11:  3,2,2,2

NOTES:

1. “X"represents a “don’t care” value.

2. Following a reset, the Configuration register contents will be OXFFFF. This

provides the most conservative timing configuration possible, allowing the proces-
sor to access devices until they have been configured for a more optimal perfor-
mance.

The use of the Configuration register bits is explained tm as NWDD for write accesses and NRDD for read
more detail in the following sections, which describaccesses.

individual blocks of the DRAM Controller FPGA.
The total number of clock cycles required to perform an

Notes on Wait State Profile nomenclature: access can be determined from the wait state profile. One
clock cycle is always required to output the address and
The wait state profile is defined as four numbers thgart the access (the address cycle TA) and one clock cycle
indicate the number of wait states that are inserted fofsﬁrequired for each data access performed (TD) Recovew
burst access in which four reads or four writes aggcles (TR) may also be performed by the processor to
performed. The first number represents the wait staf@fw a device driving the Address/Data bus to turn off its
inserted between the address cycle of a bus access an%ljmt drivers. A recovery cyc|e is a|Ways performed by an
clock cycle when data is actually read or written. This valiggge0Jx processor. Additional recovery cycles can be
is also referred to as NWAD for write accesses and NRARserted in an 80960Jx bus access through the use of the
for read accesses. The Second, th|rd, and fourth Valchv# SignaL Recovery Cyc|es can be programmed for
represent the wait states inserted between data cycles @fe880960Cx and 80960Hx processors, although in general,
burst access. For example, the last value is the numbefe@bvery cycles are not required because these processors
wait states inserted between the third data cycle and f2&e separate address and data buses.
fourth data cycle. In general, the wait states inserted
between data cycles is the same regardless of the data cycle.
The wait states inserted between data cycles is also referred

42



AP-733

intal

Example:

Assume the wait state profile is 2,1,1,1 (NRAD=2, NRDD=1) for read accesses and 3,2,2,2 (NWAD=3, NWDD=2)
for write accesses and the processor is an 80960Jx that inserts one recovery cycle at the end of the bus access. Tabl
14 and 15 show the number of clock cycles required for burst lengths of 1, 2, 3, and 4. Table 14 shows the actual
numbers and Table 15 shows the equations used to derive the values in Table 14.

Table 14. Example of Clock Cycles Required for Read/Write Accesses

Number of Words
Read or Written

Clock Cycles for
Read Access

Clock Cycles for
Write Access

1 5
2 7
3 9 12
4 11 15

Table 15. Equations for Table 14

Number of Words
Read or Written

Clock Cycles for
Read Access

Clock Cycles for
Write Access

TA+NRAD+TD+TR TA+NWAD+TD+TR

TA+NRAD+1*(NRDD+TD)+TR

TA+NWAD+1*(NWDD+TD)+TR

TA+NRAD+2*(NRDD+TD)+TR

TA+NWAD+2*(NWDD+TD)+TR

1
2
3
4

TA+NRAD+3*(NRDD+TD)+TR

TA+NWAD+3*(NWDD+TD)+TR
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3.11.3 DRAM Controller Design

The design of the DRAM Controller is based on the state diagram shown in Figure 21.

Figure 21. DRAM Controller State Diagram

DRAM Controller State Change Conditions

X<
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RFSH_REQ

IRFSH_REQ & DRAM_RW_REQUEST
CFG9=0

CFG8=0

CFG8=1

(BLAST# = 0) & (CFGS = 1)
(BLAST# = 0) & (CFG8 = 1)
(W/R# = 0) & (CFG[1:0] = 11)
(W/R# = 0) & (CFG[1:0] = 10)
(W/R# = 0) & (CFG[1:0] = 0x)
(BLAST# = 1) & (CFG[3:2] = 1x)
(BLAST# = 1) & (CFG[3:2] = 01)

(BLAST# = 1) & (CFG[3:2] = 00)
(W/R# = 1) & (CFG[5:4] = 11)
(W/R# = 1) & (CFG[5:4] = 10)
(W/R# = 1) & (CFG[5:4] = 0x)
(BLAST# = 1) & (CFG[7:6] = 1x)
(BLAST# = 1) & (CFG[7:6] = 0x)
(BLAST# = 0) & (CFG8 = 0)
(BLAST# = 0) & (CFG8 = 0)

4030 WOz

As shown in the state diagram and Table 13, some timing
parameters are determined by the value of the configu-
ration. This flexibility was designed into the DRAM
Controller because the processor clock frequency and
DRAM characteristics (type and speed) are not fixed. The
ability to modify the DRAM Controller characteristics
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allows the reference design to be used as an evaluatd@gram shown in Figure 21 with some additions that aid in
platform while selecting the optimum wait state profile fayenerating the DRAM signals. The following outputs
the processor bus frequency, DRAM type, and DRAMdicate when the state machine is in each of the states

speed.

shown in the state diagram:

Figure 22 shows the block diagram of the DRAM TRFSH[4:1], TDR[4:2], TDW[4:2], TD1, TI
Controller. The State Machine block implements the state

CLK ——]
WD_RESET ——{
SHORT_WD__RESET ——#
RFSH_REQ ——#»
ADDRI[31:30] ——#

BLAST# —]

WIR# ——m=

CFG[10:0] —— ]

ADS# ——]

ADS_DLY1 ——®

State
Machine

—— RFSH_GNT
——— TRFSH[4:1]
{——— TDR[4:2]
= ToW[4:2)
—— TD1

T

——» TRP

—— cBR

—— RAS

{——— DRAM_RD_READY

—# DRAM_WR_READY

CLK, CLK# ——#
WD_RESET ——#1
RAS —— 8=
TDR4 ——
TD1 ——
CFG15,CFG[13:12] —#=
WI/R# ———=1

CBR ——®|

WIRE WEH# Logic

——® DRAM_WE#

CFG[14:12] ——®
CBR ——»=| RAS

ADDR[25:20) —#=|  Generation
RAS —— 5]

[ DRAM_RAS[3:0}#

CLK, CLK# ——»~
PU_RESET —
WD_RESET — 9|
BE[3:0]# ——|
BLAST# —#=
W/R# —— CAS
CFG15, CFG5 — = Generation
TD1—»
TDR4 ——=
TDW[4:3) —— =
TRFSH1 ——=
RFSH_GNT ——#~

——— DRAM_CAS[3:0}#

Address

ADDR[23:2] Multiplexer

—® DRAM_ADDR[10:0]

Address
Control Logic

CLK# ——
ADDR[3:2] —
ADS_DLY1 ——=
WD_RESET ——#|

Address
Counter

RAS - Indicates when RAS should be asserted to the
DRAM memory banks. The RAS Generation block
determines which memory banks will have their RAS

Figure 22. DRAM Controller Block Diagram

The other outputs from the State Machine block are
described below:

TD1, TDR2, TDR3, TDR4, TDW2, TDWS3,
TDW4, TRFSH2, TRFSH3, TRFSH4

CBR - Indicates when a CAS Before RAS refresh
cycle is being performed. CBR is asserted by the State
Machine block when the state machine is in one of the

signals asserted when RAS is asserted. RAS signal is TRFSHXx states.
asserted by the State Machine block when the state
machine is in one of the following states:
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RSH_GNT - Indicates that the next state in the state open-drain output, allowing multiple sources for a signal
machine is TRFSHL1 (i.e., a refresh cycle request Hése signal is pulled high by a resistor - “Wired AND”
been granted). configuration). However, a DTS output is actively driven
high, eliminating the delay that occurs while the signal
DRAM_RD_READY - Indicates that the next state icapacitance is charged through the pull-up resistor. The
the state machine is TDR4. See Ready Generatigns output is implemented by enabling the output driver
description below. whenever the signal is asserted (low) and for one clock

DRAM WR READY - Indi hat th cycle after the signal is deasserted. This implementation can
- - Indicates that the next stalg ), soop i the PROC_READY# logic.

in the state machine is TDW4. See Ready Generation

description below. Note that DTS output can only be used only where there is a
maximum of one source active at any given time for a

The State Mach_ine block has inputs that are not r_eferengEq,‘aI and where there is a delay of one clock before
in th? state diagram. The purpose of these InpUtSa other source drives the signal. This is true of
described below: PROC_READY# in the reference design, because
PROC_READY# is driven high during the bus recovery
cycle for an 80960Jx processor and during the address cycle
for an 80960Cx/Hx processor. There is no source driving
ADS#, ADDR[31:30] - These signals are used t¢ROC_READY# during the cycle immediately following
determine when a DRAM request is being requestte address cycle because there are no devices that have
by the processor. When ADS# is asserted ag@lo wait states from the address CyCIe to the first data
ADDR[31:30] = 00, the processor is starting an acce@¥cle.

to the DRAM.

WD_RESET, SHORT_WD_RESET - See Reset
description below.

Reset

ADS_DLY1 - This signal is ADS# delayed by oneN h Flio-Fl in th hi b
clock cycle (and inverted). ote that some Flip-Flops in the state machine are reset by

WD_RESET (Watchdog Reset) and others are reset by
CFG10 - This signal determines whether the ADS®HORT_WD_RESET (Short Watchdog Reset). The reset
signal used by the state machine (in determining whéignal used is based on the Flip-Flop’s use during a refresh

a DRAM access is requested) should be delayed ®le. If the Flip-Flop must be functional for a refresh cycle
one clock cycle. to be performed (e.g., TRFSH[4:1]), the Flip-Flop is reset

by SHORT_WD_RESET; otherwise, the Flip-Flop is reset
Sheets 7, 8, and 9 of the DRAM Controller FPGBy WD_RESET. This allows the DRAM to be refreshed
Schematic show the logic for the State Machine block. while a Watchdog Timer reset is taking place because the

SHORT_WD_RESET signal is active for only one clock
Ready Generation cycle at the beginning of a Watchdog Timer reset.

The state machine asserts one of two ready indicators thaiam Refresh
are used by the Ready Logic Block. The
DRAM_RD_READY is asserted one clock prior to enterinfhe state machine generates “CAS Before RAS” refresh
state TDR4, and DRAM_WR_READY is asserted ongycles. This type of refresh cycle does not require the
clock prior to entering state TDW4. The Ready Logic blodBRAM address lines to be controlled and is relatively
asserts the PROC_READY# signal one clock cycle aftesiaple to implement. A refresh cycle is requested by the
“ready indicator” is asserted (i.e., clocked through a FliRFSH_REQ signal. Every 15 ps, RFSH_REQ is asserted,
Flop). Thus, PROC_READY# is asserted whenever thmlicating a refresh cycle should be performed. The state
state machine is in state TDR4 or TDW4. machine will then begin a refresh cycle if currently in state
TI. The RFSH_REQ signal is deasserted when the state
Sheet 9 of the DRAM Controller FPGA Schematic showsachine enters TRFSH2. If a DRAM access is in progress
the source of ~ DRAM_RD_READY  andyhen RFSH_REQ is asserted, the DRAM access is
DRAM_WR_READY. Sheet 1 of the schematic shows thgympleted, then the refresh cycle is performed. Note that a
PROC_READY# logic. Note that the PROC_READY#efresh cycle has higher priority than a processor DRAM
output is a “driven tri-state” (DTS). A DTS output acts likgccess request. For example, if a refresh request and a
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DRAM access request are asserted on the same clock cycle, a refresh cycle is performed first. The DRAM access reques
will be performed when the refresh cycle has completed. The delay of a DRAM access request results in more wait states
being inserted between the Address cycle and the first data cycle. Note that the refresh cycle will not interfere or delay
processor accesses to other devices (e.g., Flash). Figure 23 shows the DRAM refresh timing.

TRFSH1 TRFSH3 TRP
Tl TRFSH2 TRFSH4 Tl

CLK
RFSH_REQ (Internal) ; \
RAS# ; ~ '
CAS# \ '
WE# , \

Figure 23. DRAM Refresh Timing

State TRFSH3 can be removed by setting bit 9 of the Configuration register (CFG9) to 0. This reduces the number of
clock cycles RAS is asserted from three to two. The need for TRFSH3 is determined from the DRAmilameter
(RAS# pulse width) and the processor bus clock frequency.

Table 16. Trpg Values for Refresh Cycles

Processor ]
Fl‘quLTeSnCy Clock C()rllgl)e fime Tras (ns, CFG9=0) Tras (ns, CFG9=1)
(MHz)
16 62 124 186
20 50 100 150
25 40 80 120
30 33 66 99
33 30 60 90

A DRAM is normally referred to by its access time (i.e., 70 ns DRAM) from RE®ac), which is also the same value
as the |kag parameter. Using the data in Table 16, the recommended programming of CFG9 for common speeds of
DRAM and various processor bus clock frequencies is summarized in Table 17.
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Table 17. Recommended CFG9 Programming for Common DRAM Speeds

Processor
Fre(?ﬁ:ncy 60 ns DRAM 70 ns DRAM 80 ns DRAM
(MHz)
16 0 0 0
20 0 0 0
25 0 0 0
30 0 1 1
33 0 1 1
NOTE:

1. The refresh cycle is the same regardless of the type of DRAM (FPM or EDO).

RAS Precharge Time transition to state TRP before entering state TI. Bit 8 of the
Configuration register (CFG8) determines whether state

The state machine contains a state, TRP, which determig® is entered. When CFG8 is a 1, state TRP is entered and

the minimum RAS precharge time¢g) for the DRAM. the minimum RAS precharge time is two clock cycles.

The RAS precharge time specifies the length of time thihen CFG8 is a 0, state TRP is skipped and the minimum

RAS must be deasserted between DRAM operations (re@@s precharge time is one clock cycle. Table 18 shows the

write, refresh). RAS is deasserted during states Tl and TREsible minimum values ofgF at various processor clock

and asserted during all other states. Therefogg, Will  frequencies and values of CFG8.

always be at least one clock cycle (state Tl) and can be two

clock cycles if the DRAM Controller is programmed to

Table 18. Possible T rp Values

Processor ]
Frec?Jj(eSncy Clock C(}’]‘;')e Time Trp (NS, CFG8=0) T gp (NS, CFG8=1)
(MHz)
16 62 62 124
20 50 50 100
25 40 40 80
30 33 33 66
33 30 30 60
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The minimum value of g for common DRAM device speeds is shown in Table 19.

Table 19. Minimum RAS Precharge Time Values for Common DRAM Speeds

DRAM Speed (ns) Minimum T gp (nS)
60 40
70 50
80 60

Based on Tables 18 and 19, the recommended programming of CFG8 for common speeds of DRAM and various processo
bus clock frequencies are summarized in Table 20.

Table 20. Recommended CFG8 Programming for Common DRAM Speeds

Fl;)ergﬁgf:;?/r(ﬁllul-?z) 60 ns DRAM 70 ns DRAM 80 ns DRAM
16 0 0 0
20 0 0 1
25 0 1 1
30 1 1 1
33 1 1 1
WE# Logic DRAM Timing Diagrams

The logic for generating the DRAM WE# signal g his section contains a number of timing diagrams showing
relatively simple. The processor W/R# is inverted argignal relationships for the DRAM Controller. These figures
routed to the DRAM unless a DRAM refresh cycle is beirege used by the sections which follow that discuss the
performed. WE# is deasserted (forced high) during Aaldress, RAS, and CAS generation sections of the DRAM
DRAM refresh cycle. This is done for compatibility withController. The figures show both the DRAM Controller
older DRAM chips, which required WE# to be deassertsifjnals and the 80960 processor signals. The figures assume
on the falling edge of RAS# during “CAS Before RASan 80960Jx processor because a bus recovery cycle is
refresh cycles. For newer DRAM chips, the value of WE#3town. Note that the type of DRAM affects read signal

a “don't care” during a “CAS Before RAS” refresh. timing but not write signal timing.

The WE# logic is located on Sheet 1 of the DRAM
Controller FPGA Schematic and consists only of an OR
gate that is part of the output pad.
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Figure 24. Fast Page Mode Read With 2,1,1,1 Wait State Profile
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Figure 25. Fast Page Mode Read With 3,2,2,2 Wait State Profile
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Figure 26. EDO Read With 1,0,0,0 Wait State Profile
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Figure 27. EDO Read With 2,1,1,1 Wait State Profile
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Figure 28. DRAM Write With 2,1,1,1 Wait State Profile

DRAM Addresses Additional locations can be accessed in the same row by
) ) ) applying a different column address and asserting CAS
DRAM devices have their addresses multiplexed to reduggsin. Figures 24 to 28 show the signal relationships related

the number of pins required on the device. The addrgsshe address multiplexing for quad DRAM read and write
information consists of two parts: row address and colurgfcesses.

address. The row address is output to the DRAM, then RAS
(Row Address Strobe) is asserted, the column address is
output, and CAS (Column Address Strobe) is asserted. The
DRAM will then output (or write) the addressed location.
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There are 11 DRAM address lines (DRAM_ADDRJ[10:0]yhe DRAM address logic consists of a 10-bit multiplexer
output by the DRAM Controller FPGA. This number ofhat selects between the row and column address, a 2-bit
address lines support DRAMs with depths up to 4 %(2 counter, and logic for controlling the multiplexer and
since the address is 22 bits due to the multiplexing of reaunter. Table 21 shows the signals that are output for the
and column addresses. Smaller depths are also supportebyand column addresses. ADDR[23:2] are the processor
ignoring the upper one (1 M depth) or two (256 K deptladdress signals, CNTR[1:0] are the outputs from the 2-bit
address lines. counter, and GND is a logic 0.

Sheet 11 of the DRAM Controller FPGA Schematic shows
the logic for generating the DRAM address signals.

Table 21. DRAM Address Sources

Signal Source for Row Address Sourcz(;‘g:ec;glumn Notes
DRAM_ADDRO ADDR11 ADDR2/CNTRO 1
DRAM_ADDR1 ADDR12 ADDRS3/CNTR1 1
DRAM_ADDR2 ADDR13 ADDR4
DRAM_ADDR3 ADDR14 ADDRS
DRAM_ADDR4 ADDR15 ADDRG6
DRAM_ADDRS5 ADDR16 ADDRY7
DRAM_ADDRG6 ADDR17 ADDRS8
DRAM_ADDR7 ADDR18 ADDR9
DRAM_ADDRS ADDR19 ADDR10
DRAM_ADDR9 ADDR21/GND ADDR20/GND 2
DRAM_ADDR10 ADDR23/GND ADDR22/GND 2

NOTES:

1. During DRAM write accesses, the lower two bits of the column address are ADDR[3:2]. During DRAM
read accesses, the lower two bits of the column address are CNTR[1:0].

2. The upper two bits of the row and column address are dependent on the DRAM device depth that has
been programmed into the FPGA Configuration register (bits 13 and 12). When programmed for a
device depth of 4 M, the upper two row addresses are ADDR23 and ADDR21 and the upper two col-
umn addresses are ADDR22 and ADDR20. When programmed for a device depth of 2 M, the upper
two row addresses are GND and ADDR21 and the upper two column addresses are GND and
ADDR20. When programmed for a device depth of 256 K, the upper two row addresses are GND and
the upper two column addresses are GND.

The multiplexer selects between row and column addres§eée WRITE signal (processor's W/R# signal) is used to
based on the RAS signal from the DRAM Controller Stagelect the source for the lower two bits of the column
Machine block. The RAS signal is delayed a half cloadddress. During DRAM write accesses, the processor’s
period before being used as the control signal for the mudtddress signals (ADDR[3:2]) are output as the lower two
plexer. The row address is output when RAS (delayed tiys of the column address. However, this cannot be done
half a clock cycle) is deasserted, and the column addresstien reading from the DRAM. This results from the fact
output when RAS (delayed by half a clock cycle) ihat, during a burst access, the lower two bits of the column
asserted. address need to be output before the processor increments
its lower two bits. Therefore, a 2-bit counter is used to
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generate the lower two bits of the column address duriRS Generation

DRAM read accesses. Only a 2-bit counter is required

because the 80960 processor ends a burst accesghﬁets 1 and 3 of the DRAM Controller FPGA Schematic
ADDR[3:2] is equal to 11. The counter is initially loaded Appendix D show the logic for generating the DRAM
with the value of ADDR[3:2], which becomes the columRAS signals. Sheet 3 contains most of the logic but Sheet 1
address for the first DRAM read access. For EDO DRAMas the output pads, which include an OR gate.

the counter is then incremented on the negative edge of the ) . ) )

clock when the DRAM Controller State Machine is in thghe RAS Generation logic determines which of the four

state that follows TD1 or TDR4. This state is dependent ghAS outputs (DRAM_RAS[3:0}#) is asserted ‘when RAS is
the programmed wait state profile. For FPM DRAM thgsserted by the DRAM Controller State Machine. To reduce
i number of logic delays, the OR gate that is part of the

QUickLogic FPGA output pads is used to provide the gating
as shown on Sheet 1 of the DRAM Controller FPGA
Schemaitic.

counter is incremented one clock later than it would be
EDO DRAM (i.e., the second state following TD1 o
TDR4).

Refer to Figures 24 to 27 for examples of the columrl11 ional b bled is d d h ¢
address timing during DRAM read accesses. The RAS signa (S)_ to be enabled Is dependent on t gtype 0
DRAM access being performed (refresh or read/write), the

Notes: DRAM depth, the number of DRAM banks on each SIMM,
and the DRAM address being accessed.
1. The FPGA Schematic has several optimizations to

improve timing characteristics. For example, the
RAS signal from the state machine is clocked
through two Flip-Flops, generating two identical
control signals for the address multiplexer. The use
of two Flip-Flops allows the multiplexer control
signal to be “buffered” without the resulting delay
of two buffers following a single Flip-Flop.

2. The 2-bit counter logic is placed on the schematic
instead of the CNTR2 component. This allows the
logic module locations of the counter Flip-Flops to
be fixed using the “Place” attribute.
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SIMM SOCKET 1 (J7)

DRAM_RASO# | RASO# BANK1 RAS2#

DRAM_RAS2# - RAS1# BANK2 RAS3# &
D[15:0] D[31:16]

DRAM Controller

FPGA PROC_DJ[31:0]
D[15:0] D[31:16]

DRAM_RAS1# - | RASO# BANK1 RAS2#

DRAM_RAS3# —= RASI1# BANK2 RAS3# -

SIMM SOCKET 2 (J8)

Figure 29. RAS Signal Connections to Processor DRAM SIMM Sockets

DRAM is installed in the reference design using 72-pBIMMs are configured as 32-bit wide memory. When
SIMMs (Single In-line Memory Module), which areconfigured as 32-bit memory, there can be one or two banks
installed in sockets. There are two sockets available on &ieDRAM on the SIMM. For example, a 256Kx32 SIMM
reference design, J7 and J8. The use of SIMM socke&s one bank and a 512Kx32 SIMM has two banks. The
allows various configurations of memory (size and type) tumber of RAS signals that need to be generated is thus
be installed for evaluation purposes. A 72-pin SIMM can letermined by the number of DRAM banks installed, which
configured as 16- or 32-bit wide memory. This is possibie a function of the number of SIMMs installed and the
because the memory is divided into two separate 16-bit datenber of DRAM banks on each SIMM. There can be one,
buses with a separate RAS signal controlling each bustwb, three, or four DRAM banks installed, with the possible
the SIMM is used as 16-bit memory, the two data buses eoafigurations shown in Table 22. The use of a single bank
tied together and separate RAS signals are generated. 1{3#M in socket 1 and a dual bank SIMM in socket 2 is
SIMM is used as 32-bit memory, the two data buses fornpassible but is not recommended, because the DRAM
32-bit bus and the RAS signals are tied together. memory will not appear as contiguous memory in the

address space.
Figure 29 shows a block diagram of the SIMM socket

implementation in the reference design, in which the
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Table 22. Possible DRAM SIMM Configurations

DRAM Banks Socket 1 SIMM Type Socket 2 SIMM Type
1 Single Bank None
2 Single Bank Single Bank
2 Dual Bank None
3 Dual Bank Single Bank
4 Dual Bank Dual Bank

The type of SIMM(s) that are installed is specified ascme dual bank SIMM is installed, the DRAM memory is
configuration option. Bit 14 of the DRAM Controller FPGAcontiguous in the address space.
Configuration register (CFG14) indicates whether the RAS
generation logic should assume single bank SIMNI®T refresh cycles, all RAS signals are asserted, refreshing
(CFG14 = 0) or dual bank SIMMs (CFG14 = 1). all DRAM banks simultaneously. Note that when
programmed for single bank SIMMs, DRAM_RAS2# and
As shown in Figure 29, there are four RAS outputs from tDRAM_RAS3# are never asserted (including refresh
DRAM Controller FPGA (DRAM_RASI[3:0]#). When thecycles).
DRAM Controller is configured for single bank SIMMs,
DRAM_RAS2# and DRAM_RAS3# will never be assertefior DRAM read or write accesses, only one RAS signal is
by the RAS generation logic. The decoding of the addrésserted to indicate the addressed DRAM bank. The
logic will then locate the bank selected by DRAM_RASQBrocessor address bits that are decoded to identify the
and the bank selected by DRAM_RAS1# in Contiguo@éjdressed DRAM bank are dependent on the DRAM depth.
memory addresses (explained in more detail later). WhERe DRAM depth is specified by bits 12 and 13 in the
the DRAM Controller is configured for dual bank SIMMsPRAM Controller FPGA Configuration register. As shown
all four RAS signals are generated. The RAS generati®h Sheet 3 of the DRAM Controller FPGA Schematic,
logic will order the DRAM banks in the address space &G[13:12] are used as control signals for a multiplexer to
follows: Socket 1/Bank 1 (RASO#), Socket 1/Bank gelect the address bits to be decoded. Table 23 shows the
(RAS2#), Socket 2/Bankl (RAS1#) and Socket 2/Bankagldress bits selected for the programmed DRAM depth.
(RAS3#). Note that RAS2# is generated at a lower address
than RAS1# in this case. This was done so that when only

Table 23. Address Bits Used in RAS Generation
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CFG[13:12] DRAM Depth Address Bits Selected
00 256Kx32 ADDR[21:20]
01 1Mx32 ADDR[23:22]
1x 4Mx32 ADDR[25:24]
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Note that there are several processor address bits thatcaoheable while other blocks can be set as non-cacheable.
not used in the address decoding for the DRAMhe data cacheability of memory is programmable in the
ADDR[31:30] are used by the DRAM Controller Stat@rocessor.

Machine to determine if a DRAM access is being made.

ADDR[29:26] are never used in the DRAM addredyotes:

decoding. ADDR[25:24] is used only when the DRAM

depth is 4 Mx32 and ADDR[23:22] is used when th.'ghe DRAM Controller will respond to DRAM accesses as'
DRAM depth is 1 Mx32 or 4 Mx32. This should be noteg the entire address space from 0000 0000 to 3FFF FFFF is

because it results in “aliasing” of the DRAM memory. IRccupled by DRAM. In other words, the DRAM Controller

other words, a location in DRAM will have many processg\fi" generate a ready acknowledgment for any access in this
addresses that can be used to access it address space even when the RAS signal is not generated

for an address.

Aliased DRAM can be useful if it is desirable to treath followi | ded i
sections of the DRAM differently. For example, the datng ollowing examples are provided to clarify DRAM
cacheability of a memory location for an 80960 processoRddressing.

determined by its address. Blocks of memory can be set as

Configuration Register Programming
CFG14 -0 (Single Bank) 256Kx32 SIMMs
CFG[13:12] -00 (256 Kx32 Depth)

SIMM SOCKET 1 (J7)

Processor Address

00xx xxxx xx00 0000 0000 0000 0000 0000
to BANK1
00xx xxxx xx00 1111 1111 1111 1111 1111

SIMM SOCKET 2 (J8)

00xx xxxx xx01 0000 0000 0000 0000 0000
to BANK1
00xx xxxx xx01 1111 1111 11111111 1111

Figure 30. Processor Addresses for 256Kx32 SIMMs
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Configuration Register Programming
CFG14 -1 (Dual Bank)
CFG[13:12] -00 (256 Kx32 Depth)

Processor Address

00xx xxxx xx00 0000 0000 0000 0000 0000
to

00xx xxxx xx00 1111 1111 111111111111

00xx xxxx xx01 0000 0000 0000 0000 0000

00xx xxxx xx01 111111111111 11111111

00xx xxxx xx10 0000 0000 0000 0000 0000
o

00xx xxxx xx10 1111 1111 1111 11111111

00xx xxxx xx11 0000 0000 0000 0000 0000

to
00xx xxxx xx11 1111 1111 1111 11111111

512Kx32 SIMMs

SIMM SOCKET 1 (J7)

BANK1

BANK2

SIMM SOCKET 2 (J8)

BANK1

BANK2

Figure 31. Processor Addresses for 512Kx32 SIMMs

Configuration Register Programming
CFG14 -0 (Single Bank)
CFG[13:12] - 01 (1 Mx32 Depth)

Processor Address
00xx xxxx 0000 0000 0000 0000 0000 0000

to
00xx xxxx 0011 1111 1111 1111 1111 1111

00xx xxxx 0100 0000 0000 0000 0000 0000

(o]
00xx xxxx 01111111 11111111 11111111

1Mx32 SIMMS

SIMM SOCKET 1 (J7)

BANK1

SIMM SOCKET 2 (J8)

BANK1
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Configuration Register Programming
CFG14 -1 (Dual Bank)
CFG[13:12] -01 (1 Mx32 Depth)

Processor Address

00xx xxxx 0000 0000 0000 0000 0000 0000
00xx xxxx 0011 1111 111111111111 1111
00xx xxxx 0100 0000 0000 0000 0000 0000

to
00xx xxxx 0111 1111 111111111111 1111

00xx xxxx 1000 0000 0000 0000 0000 0000
to

00xx xxxx 1011 1111 111111111111 1111

00xx xxxx 1100 0000 0000 0000 0000 0000

0
00xx xxxx 11111111 111111111111 1111

2Mx32 SIMMs

SIMM SOCKET 1 (J7)

BANK1

BANK2

SIMM SOCKET 2 (J8)

BANK1

BANK2

Figure 33. Processor Addresses for 2Mx32 SIMMs

Configuration Register Programming
CFG14 -0 (Single Bank)
CFG[13:12] -1x (4 Mx32 Depth)

Processor Address

00xx xx00 0000 0000 0000 0000 0000 0000

0
00xx xx00 1111 11111111111111111111

00xx xx01 0000 0000 0000 0000 0000 0000
to
00xx xx01 111111111111 111111111111

4Mx32 SIMMs

SIMM SOCKET 1 (37)

BANK1

SIMM SOCKET 2 (J8)

BANK1

Figure 34. Processor Addresses for 4Mx32 SIMMs
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Configuration Register Programming
CFG14 -1  (DualBank) 8Mx32 SIMMs
CFG[13:12] -1x (4 Mx32 Depth)

SIMM SOCKET 1 (37)

Processor Address

00xx xx00 0000 0000 0000 0000 0000 0000

to BANK1
00xx xx00 1111 111111111111 11111111

00xx xx01 0000 0000 0000 0000 0000 0000
BANK2

(o]
00xx xx011111111111111111 11111111

SIMM SOCKET 2 (J8)

00xx xx10 0000 0000 0000 0000 0000 0000

o BANK1
00xx xx101111 111111111111 1111 1111

00xx xx11 0000 0000 0000 0000 0000 0000

to BANK2
00xx xx111111111111111111 11111111

Figure 35. Processor Addresses for 8Mx32 SIMMs

CAS Generation DRAM Timing

Sheets 1 and 11 of the DRAM Controller FPGA Schema#ic number of different timing parameters related to the
show the logic for generating the DRAM CAS signal®RAM interface need to be determined to select the
Sheet 11 contains most of the logic but Sheet 1 has #ppropriate DRAM Controller configuration.
output pads which include an OR gate.

The analysis will first examine the timing associated with
The generation of the CAS signals is dependent on the tgemerating the RAS signals, which is independent of the
of DRAM (FPM or EDO) installed. EDO is an enhancetype of DRAM. The first area of concern is the ability to
version of FPM DRAM. For FPM DRAM read accessesssert the appropriate RAS# signal in the clock cycle that
the data outputs are tri-stated when CAS is deasserted. Thisediately follows the address cycle,JT This requires
requires that CAS remain asserted until the data has bt the FPGA recognize that a bus access is occurring
loaded into the processor. EDO DRAM does not tri-state (8DS# asserted) and the access is to the DRAM memory
data outputs during read accesses until both CAS and R¥pace (PROC_A[31:30] = 00). A timing analysis of the
are deasserted. This allows the CAS signal to be deasse&tBAM Controller FPGA indicates that the following input
earlier in the access, which allows CAS to be reassersatup times must be met (referenced to the rising edge of
earlier for a subsequent access. Note that if only oGeK following the TA cycle):
location is read from DRAM, the performance of EDO and
FPM DRAM will be the same. The advantage of EDO
DRAM is for burst accesses. The difference in FPM and ADS# input setup time of 11 ns minimum.
EDO signal timing can be seen in Figures 24 to 27.

Address input setup time of 7 ns minimum.

Tables 24 and 25 show the time required for the address and
ADS# signals to satisfy the FPGA timing. Note that the
address has a margin of -2 ns at 33 MHz (30 ns clock cycle)
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and only 1 ns at 30 MHz (33 ns clock cycle). The ADSéeate the delayed version), but that the setup time is
propagation delay has a margin of 2 ns at 33 MHz and 5reduced to 6 ns because there is less delay in this logic path
at 30 MHz. Because of these small or negative margins, tiéhin the FPGA. These timings are based on an 80960Jx
FPGA can be configured to delay the ADS# signal by opeocessor. When an 80960Cx/Hx processor is used, the
clock cycle before the DRAM Controller uses it. Thismargin for the address propagation delay will be positive
results in one extra clock cycle for the address and ADBécause the delay caused by the address latch is removed.
signals to propagate. Note that ADS# is still sampled (to

Table 24. Address Propagation Delay Analysis

Parameter Value Units
Clock Skew 2 ns max
Processor Address Output Delay 15 ns max
Address Latch Delay 8 ns max
Input Setup Time 7 ns min

Total 32 ns

Table 25. ADS# Propagation Delay Analysis

Parameter Value Units
Clock Skew 2 ns max
Processor Output Delay 15 ns max
Input Setup Time 11 ns min
Total 28 ns

Based on the above results, the recommendedhigh temperature, low voltage, slowest processor) the RAS
programming of the FPGA configuration is to delay delay is 13.9 ns, compared with 13.0 ns for the address. At
ADS# for an 80960Jx processor operated at 30 MHz orthe best operating conditions, the RAS delay is 5.0 ns,
33 MHz and for an 80960Cx/Hx Processor operated at compared with 4.8 ns for the address. Therefore, to make
33 MHz. The delaying of ADS# to the DRAM Controllerthe analysis simpler, the value ofsk will be considered
logic is controlled by bit 10 of the Configuration register. equal to the address input setup time to the FPGAR TS
normally specified as 0 ns minimum for 60, 70, and 80 ns
The next set of timing parameters that will be examined &&sions; therefore, sEg is always satisfied because the
those related to the row address setup and hold timaggiress setup time must be 7 ns minimum for proper
relative to the falling edge of RAS. The row address setygeration of the FPGA (discussed earlier in this section).
time (Tasr) Will be the address setup time into the FPGA
plus the delay of the RAS signal from CLK minus th&he row address is held fé¢ clock cycle after RAS is
propagation delay of the address inputs to tlesserted. Thus, the row address hold timgs({) will be
DRAM_ADDR outputs. Timing analysis of the FPGAhe width of the clock plus the propagation delay of the
shows that the delay of RAS from the clock is slightly momlumn address from CLKminus the propagation delay of
than the propagation delay of the processor addressR#&S from CLKr. The propagation delay of the column
DRAM_ADDR. At the worst case operating conditionaddress from CLK is 15.8 ns to 20.3 ns minimum for the
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worst case conditions and 5.7 ns to 7.5 ns for the best dasguencies, assuming a 40% duty cycle for the clogkT
conditions. The range is because there are 11 DRA&normally specified as 10 ns minimum for 60, 70, and
address lines and they have different propagation del&8@.ns DRAM. This value is satisfied at all processor clock
From the | gr discussion, the RAS delays are 5.0 ns (begieeds, as shown in Table 26.

case) and 13.9ns (worst case). Table 26 shows the

calculated value of day for various processor clock

Table 26. Tran Values versus Processor Clock Frequency

Clock Frequency (MHz) Best Case Value Worst Case Value Units
16 24 25 ns min
20 20 21 ns min
25 16 17 ns min
30 13 14 ns min
33 12 13 ns min

The next timing parameter that will be examined is thwlumn address delay from CLKs 5.7 to 8.0 ns (best case
column address setup time,g). The column addressconditions) and 15.8 to 20.3 ns (worst case conditions).
changes’z of a clock cycle prior to CAS being asserted ifiable 27 shows the calculated value @kd for various
certain modes. This will occur only when the DRAMrocessor frequencies, assuming a 40% duty cycle for the
Controller is configured for EDO DRAM. For FPMclock. Tasc is normally specified as 0 ns minimum for 60,
DRAM, there is always a full clock cycle for the columir0, and 80 ns DRAM. This value is satisfied at all processor
address to be setup. The column address setup time wiltloek speeds, as shown in Table 27, although there is little
the clock width plus the CAS output delay from CLK margin at the higher clock frequencies.

minus the column address delay from QLKThe CAS

output delay from CLK is 3.4 to 4.3ns (best case

conditions) and 9.2 to 11.7 ns (worst case conditions). The

Table 27. Tagc Values versus Processor Clock Frequency

Clock Frequency (MHz) Best Case Value Worst Case Value Units
16 19 13 ns min
20 15 9 ns min
25 11 5 ns min
30 8 2 ns min
33 1 ns min

The next timing parameter that will be examined is tf2 to 11.7 ns (worst case conditions). The column address
column address hold time k). The column addressdelay from CLK is 5.7 to 8.0 ns (best case conditions) and
changes of a clock cycle after CAS is asserted when tHe.8 to 20.3 ns (worst case conditions). Table 28 shows the
DRAM Controller is configured for EDO DRAM. For FPMcalculated value of day for various processor frequencies,
DRAM, there is always a full clock cycle for the colummssuming a 40% duty cycle for the clockaf; is normally
address to be setup. The column address hold time isgpecified as 10 ns min for 60, 12 ns min for 70 ns DRAM,
clock width minus the CAS output delay from CLilus and 15ns min for 80 ns DRAMTable 28 shows that

the column address delay from CLKThe CAS output Tcay cannot be met for 80 ns EDO DRAM at processor
delay from CLK: is 3.4 to 4.3 ns (best case conditions) arafiock frequencies above 25 MHz.

64



u
I nU AP-733

Table 28. Tan Values versus Processor Clock Frequency

Clock Frequency (MHz) Best Case Value Worst Case Value Units
16 25 28 ns min
20 21 24 ns min
25 17 20 ns min
30 14 17 ns min
33 13 16 ns min

The next set of timing parameters that will be examinedlues of these parameters for the common DRAM speeds
determine the wait state profile required for read access#$0, 70, and 80 ns. The parameter values are the same for
There are three parameters to consider: access time fbtmth EDO and FPM DRAM.

RAS (Trac). access time from CAS ghc) and access

time from column address (X). Table 29 shows the

Table 29. DRAM Access Times

Parameter 60 ns DRAM 70 ns DRAM 80 ns DRAM Units
TrAC 60 70 80 ns min
Tcac 15 20 20 ns min

Taa 30 35 40 ns min

In calculating the number of wait states required, only thalues, the wait state profiles required for FPM and EDO
maximum delays of RAS (14 ns), CAS (12 ns), and tl®RAM read access are shown in Tables 30 and 31 for the
DRAM address (21 ns) need to be considered. In additisemmon DRAM speeds and processor clock frequencies.
the timing calculation needs to account for a clock skew of

2 ns and a data setup time into the CPU of 6 ns. Using these

Table 30. FPM DRAM Wait State Profiles for Read Accesses

Clock Frequency (MHz) 60 ns DRAM 70 ns DRAM 80 ns DRAM
16 2,111 2111 2111
20 2,111 2,111 2111
25 2,111 2,111 2,111
30 2,111 2111 3,111
33 2,111 3,111 3111
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Table 31. EDO DRAM Wait State Profiles for Read Accesses

Clock Frequency (MHz) 60 ns DRAM 70 ns DRAM 80 ns DRAM
16 2,0,0,0 2,0,0,0 2,0,0,0
20 2,0,0,0 2,0,0,0 2,0,0,0
25 2,111 2,111 2,111
30 2,111 2111 3,1,1,1Jr
33 21,11 31,11 311,17
NOTE:

T Not possible because Tcan is violated.

Note that the “effective” wait state profiles at 30 anchinimum for 60, 70, and 80 ns DRAM, respectively. There
33 MHz may have an additional wait state fogaf if are two clock cycles available in the timing (for a 2,1,1,1
ADSH# is delayed by one clock cycle (discussed earliervirait state profile) to satisfy Jcp. However, 80 ns DRAM
this section). at 30 and 33 MHz requires a 3,1,1,1 wait state profile. Table
32 summarizes the recommended wait state programming

The DRAM write timing parameters are easily met with thgr the various DRAM speeds and processor frequencies.
timing shown in Figure 28 except fogrfp (RAS# to CAS#

Delay). This parameter is specified as 45, 50, and 60 ns

Table 32. DRAM Wait State Profiles for Write Accesses

Clock Frequency (MHz) 60 ns DRAM 70 ns DRAM 80 ns DRAM
16 1,111 1,111 2111
20 2111 2111 2111
25 2,111 2,111 2,111
30 21,11 21,11 3,111
33 21,11 2,1,1,1 3,1,1,1
NOTE:
T Not possible because Tcan is violated.

Note: In order to improve some of the timing parameters,pRAM ADDR4 and DRAM ADDR2: A12
the DRAM_CTL.CHP file was edited after the - 3: B 3
FPGA had been placed but before the FPGA WasDRA'VI—'B‘DDR ’ Al
routed. The logic cells that contain the multiplexers DRAM_ADDR1.: Al4
for DRAM_ADDR [4:0] were then moved closerto praM ADDRO: A15
their output pads by changing the logic cell names
as follows: Logic cells Al12 to Al1l5 were unused and

DRAM_ADDR4 and DRAM_ADDR2 were
located in the same logic cell.

Table 33 lists the recommended programming of the
Configuration register based on the processor clock
frequency and the DRAM type and speed.
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Table 33. DRAM Timing Configuration Summary

AP-733

Clock Frequency DRAM Type Configuration Register
16 MHz 60 ns FPM 1xxx x000 0000 0110
16 MHz 70 ns FPM 1xxx x000 0000 0110
16 MHz 80 ns FPM 1xxx x000 0010 0110
16 MHz 60 ns EDO 0xxx x000 0000 0010
16 MHz 70 ns EDO Oxxx x000 0000 0010
16 MHz 80 ns EDO Oxxx x000 0010 0010
20 MHz 60 ns FPM 1xxx X000 0010 0110
20 MHz 70 ns FPM 1xxx x000 0010 0110
20 MHz 80 ns FPM 1xxx x001 0010 0110
20 MHz 60 ns EDO 0xxx x000 0010 0010
20 MHz 70 ns EDO 0xxx x000 0010 0010
20 MHz 80 ns EDO Oxxx x001 0010 0010
25 MHz 60 ns FPM 1xxx x000 0010 0110
25 MHz 70 ns FPM 1xxx x001 0010 0110
25 MHz 80 ns FPM 1xxx x001 0010 0110
25 MHz 60 ns EDO Oxxx x000 0010 0110
25 MHz 70 ns EDO Oxxx x001 0010 0110
25 MHz 80 ns EDO Oxxx x001 0010 0110
30 MHz 60 ns FPM 1xxx xa01 0010 0110
30 MHz 70 ns FPM 1xxx xall 0010 0110
30 MHz 80 ns FPM 1xxx xall 0011 0111
30 MHz 60 ns EDO Oxxx xa01 0010 0110
30 MHz 70 ns EDO Oxxx xall 0010 0110
30 MHz 80 ns EDO 1xxx xall 0011 0111
33 MHz 60 ns FPM 1xxx x101 0010 0110
33 MHz 70 ns FPM 1xxx x111 0010 0111
33 MHz 80 ns FPM Ixxx x111 0011 0111
33 MHz 60 ns EDO Oxxx x101 0010 0110
33 MHz 70 ns EDO Oxxx x111 0010 0111
33 MHz 80 ns EDO Ixxx x111 0011 0111

NOTES:

1. “x” represents a bit in the Configuration register that is not related to the DRAM timing.
2. “a"is dependent on processor type: 0 for 80960Cx/Hx Processor, 1 for 80960Jx Processor.

3. 80 ns EDO DRAM at 30 and 33 MHz is configured as FPM DRAM to satisfy Tcan-
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3.11.4 FPGA Interface Design

reduce the number of pins used on the FPGA. Since the

Figure 36. State Diagram for FPGA Access Controller

Table 34. FPGA Access Controller State Changes

A (ADSH# = 0) & (FPGA Selected)
B W/R# = 1

C W/R#=0

D BLAST# =1

E BLAST#=0
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FPGA is rarely accessed, the overhead introduced by
performing 8-bit bus accesses is insignificant. The circuit
The DRAM Controller FPGA contains logic that allowsillows burst reads and writes to the FPGA. The burst
internal registers to be read and written. This logic, te@pability is provided mainly to allow the configuration
FPGA Access Controller, is based on the state diagramrd (a 16-bit word) to be read and written with a single
shown in Figure 36. The FPGA is an 8-bit device on thestruction. The FPGA wait state profiles are 3,2,2,2 for
“slow” data bus. An 8-bit data interface was chosen t@ad accesses and 2,1,1,1 for write accesses.
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Sheet 6 of the DRAM Controller FPGA Schematic shovés
the state machine that implements the state diagram in
Figure 36. The state machine serves three purposes:

1.

Assert READY# during state TD. The
FPGA_READY signal is asserted to indicate that
the next state is TD. FPGA_READY is routed to
the READY logic on Sheet 1 of the DRAM
Controller FPGA Schematic.

Generate write enable pulses during state TDA

AP-733

Assert the DATA_BUS_EN signal during FPGA
read accessed-PGA reads are performed using a
multiplexer to select the data to be output (Sheet 5)
then enabling the bidirectional buffer (Sheet 2) to
output the data on the slow data bus. The
DATA_BUS_EN signal is asserted when the FPGA
can drive the slow data bus. Its timing is
determined by the logic on Sheet 6 of the
schematic. Note that DATA_BUS_EN is asserted
only during an FPGA read.

two-input decoder, located in the lower-rightigures 37 to 40 show the timing associated with FPGA
quadrant on Sheet 6 of the Schematic, is usedréd and write accesses. Note that the SLW_BUS_DIR and
generate an enable signal during state TD wherspyy BUS_EN# signals, which control the slow data bus
write is being performed to the FPGA. The decod@iansceiver, are generated by the MISC Logic FPGA. The
is enabled in state TD (by FPGA_TD) and decodggneration of these signals is described in the Section 3.12,
the BE1# and BEO# signals (lower two address bi{isc Logic FPGA. The timing of these signals mainly
for an 8-bit access). The decoder outputgffects when the FPGA can enable its output drivers to
WR_REG_EN[4:1], enable one of the four FPGAyrevent bus contention between the transceiver and the

registers to be loaded on the next rising clock edgepGA.

TR TA TW TW TW

CLK

T TR TA

o _\—/

PROC_A[31:2] X

PROC_DI[7:0]

SLW_BUS_EN# \

SLW_BUS_DIR / \ [

DATA_BUS_EN
(internal)

PROC_READY#

W/R# \

BLAST# —\—/—

Figure 37. FPGA Single Byte Read
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TR TA TW TW TW TO TW TW T TW TW TD TW TW TD TR TA

(@]
[
=

ADSH#

BLAST#

WI/R#

[

PROC_A[31:2] x X
BE#[1:0] x X X X X
PROC_D[7:0] DATASX DATA2>< DATAX DATA
SLW_BUS_DIR ] \ /
SLW_BUS_EN# \ / \
DATA_BUS_EN
(Internal)

PROC_READY# \ ’ \ ’ \ ’ \ ’

Figure 38. FPGA 4 Byte Burst Read
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ADS# \ ’ \I
PROC_A[31:2] X X
oy ——Gar(_owrioor e
PROC_READY# \ /
SLW_BUS_DIR /
SLW_BUS_EN# \
WR_EN / \
(internal)
BLAST# T
WIR# / \

Figure 39. FPGA Single Byte Write

AP-733
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TR TA TW TW T TwW TD TW T TW TD TR TA
CLK
oSt \_/ \I
PROC_A[31:4] x X
PROC_A[3:2] T X X X
PROC_D[7:0] TAOUT ~DATAOUTXDATAOUT x DATA OUT x ADDR
PROCREADYS \W
SLW_BUS_DIR [
SLW_BUS_EN# \
WR_REG_EN1 / \
(internal)
WR_REG_EN2 / \
(internal)
WR_REG_EN3 / \
(internal)
WR_REG_EN4 [ \
(internal)
BLAST# \—/7
WI/R# / \
Figure 40. FPGA 4 Byte Burst Write
Notes:

a. SLW_BUS_DIR =1 when the processor is driving the slow data bus.

b. SLW_BUS_DIR = 0 when a device on the slow data bus is driving the processor local bus.

c. SLW_BUS_EN# controls the output enable on the transceiver (0 = active, 1 = tri-stated).
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Timing Analysis data reads in a burst access. This parameter does not depend
on the FPGA Output Enable Delay since the FPGA output
The timing analysis for FPGA reads is determined in twg already enabled. Instead, it is dependent on the
parts. The first timing parameter that must be determinegigpagation delay of the address signals (BE1# and BEO#)
the number of wait states required from address to figgtihe output mux and the delay from the output mux to the
data. This parameter is dependent on the output enable fpg A outputs. Table 35 summarizes the delay for the first

of the FPGA and is not dependent on the propagation delayd. Having three wait states provides 26 ns of margin,
of the lower two address bits (BE1# and BEO#), which Willhich is more than adequate.

have had sufficient time to propagate to the output mux in
the FPGA and select the desired data. The second
parameter is the number of wait states required between

Table 35. DRAM Controller FPGA First Read Timing Analysis

Parameter Value Units
Optimal Time (two clock cycles) 60 ns min
Clock Skew 2 ns max
FPGA Output Enable Delay 18 ns max
Transceiver Propagation Delay 8 ns max
Processor Data Input Setup Time 6 ns min
Margin 26 ns

Table 36 summarizes the delay for the second to fourth ddith not account for extra bus loading or signal propagation
reads in a burst. Two wait states provides 39 ns of margiejays on the printed wiring board.
which is more than adequate. Note that the timing analysis

Table 36. DRAM Controller FPGA Burst Read Timing Analysis

Parameter Value Units
Optimal Time (three clock cycles) 90 ns min
Clock Skew 2 ns max
Processor Address Output Delay 15 ns min
FPGA Address Select Delay 20 ns max
Transceiver Propagation Delay 8 ns max
Processor Data Input Setup Time 6 ns min

Margin 39 ns
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The timing analysis for FPGA writes is essentially the sarfog the first write access and Table 38 shows the analysis for
regardless of which byte in a write access (first to fourth)tiee second to fourth write accesses in a burst. The analysis
being written, with one exception. The exception occuirgdicates that a wait state profile of 1,1,1,1 could be used at
when an FPGA write follows a read access to the slow da@&MHz if desired. Note that the delay of the address latch
bus. In this case, the enabling of the transceiver outpfasan 80960Jx processor, bus loading, and signal delay on
after the transceiver direction has been turned aroundhis motherboard were not considered in the analysis.
slower than the propagation of the data and address signals

from the processor through the transceiver. For a processor

frequency of 33 MHz, Table 37 shows the timing analysis

Table 37. DRAM Controller FPGA First Write Timing Analysis

Parameter Value Units
Optimal Time (three clock cycles) 90 ns min
Clock Skew 2 ns max
I0_OE# Delay (from Misc Logic FPGA) 13 ns min
Transceiver Output Disable Delay 14 ns max
FPGA Data Input Setup Time 18 ns min
Margin 43 ns

Table 38. DRAM Controller FPGA Burst Write Timing Analysis

Parameter Value Units
Optimal Time (two clock cycles) 60 ns min
Clock Skew 2 ns max
Processor Data/Address Output Delay 15 ns max
Transceiver Propagation Delay 8 ns max
FPGA Data Input Setup Time 18 ns min
Total 17 ns
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3.11.5 Watchdog Timer Design

Figure 41 shows a block diagram of the Watchdog Timer.

PU_RESET
WR_REG_EN4
DATA[7:0) — > PRE
8BIT b Q WD_DISABLED
IDENTITY
COMPARATOR
oxf3 —— CLK
—
PRE
D Q
CLk—
WD_CNTR[19:16] oxF
WD_RESET
|— SCLR D @ q>—|:| PAD_WD_RESET#
EN_67KHZ# —] EN# EN_67KHZ# EN# PAD_POS_WD_RST
CLK—]
20 BIT e . PRE
COUNTER WD_CNTR[19:0]
PU_RESET
PU_RESET — ACLR
CLK =™ CLK
()] —— =
WD_CNTR[19:0] OXFO000 D Q SHORT_WD_RESET
EN 67KHZ#—{EN#
CLK—]
PRE
PU_RESET —
PU_RESET —] CLR
8BIT
RIPPLE [===WD RESET CNT[7:0]
COUNTER (to Output Mux)
WD_RESET — CLK

Figure 41. Watchdog Timer Circuit Block Diagram
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A Watchdog Timer circuit is useful in embedded systemsThe Watchdog Timer circuit contains an 8-bit ripple counter
ensure that the processor does not “hang,” disabling {tlee Watchdog Timer Reset Counter) that indicates the
system until the system is reset (usually by cycling powemumber of Watchdog resets that have occurred since the last
The processor can hang for a number of reasons. power up reset. This counter is cleared by power up reset
example, a software bug could result in an infinite lo@nd is incremented (i.e., clocked) by WD_RESET. The
being executed, an error in a DRAM location could result processor can read the value of this counter for use as
the wrong code being executed, a stack overflow couwihgnostic information. The processor can determine the
occur, etc. When these types of errors occur in a persorsdle of the WD_DISABLED signal by reading from the
computer environment, the user acts as the “watchdPP ENABLE/WD STATUS” register. Bit 7 of this
timer” by resetting the PC when the system has megister returns the value of WD_DISABLED. Following a
responded within a reasonable period of time. reset, the processor can read this register to determine the
cause of the reset. If bit 7 (WD_DISABLED) is a 1, a power
A watchdog timer can be implemented in several ways.Tlelﬁ reset was the cause of the reset. If bit 7 is a 0, a

following describes the watchdog timer implementation iatchdog Timer reset caused the processor to be reset.
the reference design.

] ) ) The Watchdog Reset Counter will wrap to O if it reaches a
The Watchdog Timer contains a 20-bit counter that \gjue of 255. Thus, a watchdog reset counter value of 0
incremented at a rate of 67 KHz (66666.6 Hz). If thisannot be used to determine the cause of a processor reset.

counter reaches a value of 0xf0000, two reset signals Arehon-zero value indicates that a processor reset was
generated: WD_RESET and SHORT_WD_RESET. Th@used by a Watchdog Timer reset.

difference in these two signals is the time the signals are

asserted. WD_RESET is asserted for 65536 clock cycles$bieets 14 and 15 of the DRAM Controller FPGA
the 67 KHz signal) for a pulse width of 980 msSchematic show the Watchdog Timer circuit implemen-
SHORT_WD_RESET is asserted for only one clock cydation. Sheet 1 of the Schematic shows the output pads.
for a pulse width of 15%1 The counter is reset whenever alote that the PAD_WD_RESET# and
value of 0xf3 is written to the Watchdog Timer register (PAD_POS_WD_RST signals become PROC_RESET# and
8-bit register). Following a “power up” reset, the Watchdd@OS_PROC_RESET, respectively, on the printed wiring
Timer is disabled until the Watchdog Timer register lsoard.

updated. Disabling the Watchdog Timer following power up

reset is useful during code development prior to the .

Watchdog Timer code being implemented or in traciny11-6 VPP Enable Design

down certain bugs (e.g., the Watchdog Timer is bei . Lo
updated too slowly). The Watchdog Timer is enabled Whi?]]e DRAM Controller FPGA contains a circuit for

the circuit is first updated by writing 0xf3 to the Watchdogenelratt"ﬁ'giha 'szllgnzl that turn_srhonvalljns off the VPFI) povtvr:er
Timer register (clearing the WD_DISABLED flip-flop). upply to the Flash memory. The power supply IS the

AR . ; +5 V supply routed through a P-Channel FET switch. When
Once the circuit is enabled, it can be disabled only byth% FET's gate signal (VPP_EN#) is low, the FET is turned
power up reset.

on and +5V is applied to the VPP pins of the Flash,

If the Watchdog Timer is enabled, Watchdog Timer update@mitting the Flash memory to be written. When
must be performed every 14.7 seconds or less. In otN&P_EN#is high, the FET is off and VPP is ground. Sheet
words, if two updates are separated by more than 12 .6f the Reference Design Schematic in Appendix A shows
seconds, a Watchdog Timer reset is generated. The sysfén/PP FET Switch circuit.

software would normally have a single task that updates the

Watchdog Timer. This task would be responsible for

monitoring other tasks to ensure that they are being

executed and the hardware is properly configured. For

example, if the task that updates the Watchdog Timer is the

only task executing, the Watchdog Timer would never time-

out even though the system is not functioning properly.

Therefore, the task that updates the Watchdog Timer must

also act as a “software” watchdog timer.
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DATA[7:0] — |

IDENTITY
COMPARATOR

Oxa3 ———

D Q 40|>—|:| VPP EN#

WR_CFG_EN3—EN
CLK —]
CLR
WD_RESETQ

Figure 42. VPP Enable Circuit Block Diagram

The VPP_EN# signal is generated by the circuit who8e12 Misc Logic FPGA
block diagram is shown in Figure 42. When a value of 0xa3
is written to the VPP Enable register, VPP_EN# is set Io
Writing any value other than Oxa3 to the VPP Enab
register causes VPP_EN# to be set high. VPP_EN# ﬁ . . . . .

The Misc L FPGA f t kL FPGA
forced high by a Watchdog Timer reset (note th te IS¢ -ogic Is one of two QuickLogic

. . evices that provide logic for the processor section of the
WD_RESET is also asserted during a power up reset). reference design. The Misc Logic FPGA device was

Sheet 13 of the DRAM Controller FPGA Schematic shov?éigma"y intended to contain all of the logic except the
the logic for the VPP Enable circuit. Sheet 1 of t RAM Controller. However, due to pin limitations on the

schematic shows the output pad that inverts the output, MiSC Logic FPGA, some of the “miscellaneous” logic was
incorporated into the DRAM Controller FPGA (see Section

VPP_EN# is generated by a more complex circuit so tifall, DRAM Controller FPGA). The Misc Logic FPGA
accidental enabling of VPP to the Flash memory is leggntains the following logic:

likely. Thus, the Flash memory contents are less likely to be /0 control Signal logic

corrupted.

12.1 Overview

* Flash Memory Control Signal logic

NOTE: The state of the Flip-Flop (VPP_EN) «  EPROM Control Signal logic
can be determined by reading from

the VPP Enable Status register. *  DUART Control Signal logic

* RMON FIFO Read Control Signal logic
* 80960Cx/Hx BOFF# logic

*  Bus Monitor

* ADLATCH_OE# logic

* JXPROC_ONCE# logic

Appendix E shows the Misc Logic FPGA Schematic.

Figure 43 shows the input and output signals from the Misc
Logic FPGA.
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MISC LOGIC
FPGA
PROC_CLK5 ——————————— = CLK JXPROC_ONCE# —— > JXPROC_ONCE#
PROC_POS_RESET ——————— = RESET
HXPROC_ONCE# —————————————#{ HXPROC_ONCE# PROC_READY# —————#® PROC_READY#
PROC_RD# ———————# PROC_RD#
FLASH_WR# % FLASH_WR#
SLW_BUS_EN# ——————® SLW_BUS_EN#
SLW_BUS_DIR f—————® SLW_BUS_DIR
FIFO1_OE# ————® SEC1_FIFO_OE#
FIFO2_OE# {——— > SEC2_FIFO_OE#
PROC_A[B1:2] ———#| ADDR[31:2] FIFO3_OE# ————® SEC3_FIFO_OE#
PROC_BE[3:0# ——————————— = BE[3:0# FIFO1_RCLK ——— > SEC1_FIFO_RCLK
PROC_ADS# ————————®| ADS# FIFO2_RCLK |——————® SEC2_FIFO_RCLK
PROC_W/R# —— | W/R# FIFO3_RCLK [———® SEC3_FIFO_RCLK
PROC_BLAST# ———————— = BLAST#
SLW_PROC_DI[7:0] ~<——————— DATA[7:0] EPROM_CS# ————® EPROM_CS#
FLASH1_CS# T ® FLASH_BANK1_CS#
SWAP_ROM# ———————————— SWAP_ROM# FLASH2 CS#t ——————® FLASH_BANK2_CS#
DUART_CS# ——— = DUART_CS#
DUART_RD# —————————® DUART_RD#
DUART_WR# —————————® DUART_WR#
I0_OE# —————® |O_OFE#
I0_CLK ———® |0_CLK
BUS_MON_INT# ————————————® PROC_XINT6#
PLX_HOLD —————— | PLX_HOLD PLX_HOLDA ———®  PLX_HOLDA
PLX_BREQO —— | PLX_BREQO ADLATCH_OE# ——® ADLATCH_OE#
PROC_HOLDA ———————# PROC_HOLDA PROC_BOFF# ————8 PROC_BOFF#

Figure 43. Misc Logic FPGA Signals

Figure 44 shows a block diagram of the Misc Logic FPGA.
The Device Control block generates the control signals for
the RMON FIFOs, DUART, EPROM, Flash memory and
slow bus data transceiver. This block also controls the
reading of data from and writing of data to the FPGA itself.
The FPGA is connected as an 8-bit device to the processor’s
slow data bus (SLW_PROC_D[7:0]). Using only 8 data bits
reduces the number of pins required by the FPGA and
simplifies the board layout.
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DATA[7:0] ~——————
CLK =
ADDR[31:2] ———————»
BE[3:0)tf ——————»
ADSff ————
WRt ————————
BLAST# =

RESET ——
HXPROC_ONCE# ——————————»

DATA[7:0] -—]

ADDR2,BE[L:0[f —— g

DATA)  ————————— ]
RESET ——— gl
BUS_MONCFGEN — gl
PROC_READY# —————————{
ADS# BLAST# ]

ClK — ]

CLK ————————

RESET

CLK — ]
ADDR[31:2] =]
BE[L:0}  ——————————— |
ADSH#,WIR#BLAST# —————————]
CFG[15:0] ——#»

RESET ——— g
HXPROC_ONCE# —————

SWAP_ROM#

[T Q——
RESET ————————

HXPROC_ONCE# ———————1

PROC_HOLDA

PLX_BREQO

PLX_HOLD

>
o

K — ]
RESET |
DATA[7:0] —————————|

WR_CFG_EN[2:1] —————»=|

[«@———— DATA_BUS_EN
TRISTATABLE
e — X
OUTPUT CFGILS0]
MUX -
MON_RESET
MON_DATA(37:0]
BUS - BUS_MON_INT
MONITOR
BUS_MON_READY
READY = PROC_READY#
LOGIC
READY SIGNALS
# BUS_MON_CFG_EN
[———® WR_CFG_EN[21]
[ DATA BUS_EN
> FIFO1_OE#
- FIFO2_OE#
= FIFO3_OE#
> FIFO1_RCLK
> FIFO2_RCLK
P FIFO3 RCLK
# PROC_RD#
>
DEVICE - FLASH_WR#
CONTROL # S|W_PROC_EN#
# SLW_PROC_DIR
# EPROM_CS#
> FLASH1_CS#
B £ ASH2_CS#
> |0_CLK
= |0_OE#
- JXPROC_ONCE#
> DUART_CS#
> DUART_RD#
- DUART_WR#
> JXPROC_ONCE#
OTHER # PLX_HOLDA
rosic # PROC_BOFF#
# ADLATCH_OE#
CONFIGURATION
— 2
REGISTER CFG[150]

Figure 44. Misc Logic FPGA Block Diagram
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3.12.2 Registers

Tables 39 and 40 show the Misc Logic FPGA register definitions.

Table 39. Misc Logic FPGA Write Registers

Primary Address Description
4000 0100 Configuration Register (Low Byte)
4000 0101 Configuration Register (High Byte)

Bus Monitor Reset Register - Bit 0 of this register controls the Bus Monitor Circuit
reset. Writing xxxxxxx1 to this register puts the Bus Monitor Circuit into reset.
4000 0102 Writing xxxxxxx0 to this register removes the Bus Monitor Circuit from reset.

Following a Bus Monitor interrupt, the Bus Monitor Circuit should be reset after the
Bus Monitor data has been read to allow the Bus Monitor to collect data on the next
non-responding access.

Table 40. Misc Logic FPGA Read Registers

Primary Address Description
4000 0100 Configuration Register (Low Byte)
4000 0101 Configuration Register (High Byte)
4000 0102 Bus Monitor Reset Status - Reading from this location returns the value of the

Bus Monitor Reset signal in bit 0 (1 = reset, 0 = enabled), bits 1 to 7 will be 0.

4000 0103 gl;?aMonitor Data - Reading from this location returns bits 7:0 of the Bus Monitor
4000 0104 BgfaMonitor Data - Reading from this location returns bits 15:8 of the Bus Monitor
4000 0105 Bus Monitor Data - Reading from this location returns bits 23:16 of the Bus

Monitor Data.

Bus Monitor Data - Reading from this location returns bits 31:24 of the Bus
4000 0106 Monitor Data.

4000 0107 Bus Monitor Data - Reading from this location returns bits 37:32 of the Bus
Monitor Data (note: the upper two bits read are 0).

Bus Monitor Data is collected by the Bus Monitor when @  Bus Monitor Data [31:0]: These bits contain the value
bus access is in progress but no device has responded with aof the Address Bus when the Bus Monitor asserts
READY# acknowledgment within 1000 clock cycles. READY# for an unacknowledged bus access. Note:
When this timeout occurs, the Bus Monitor captures data bits 1:0 will always be 0.

related to the event (e.g., address) then generates  the
READY# acknowledgment, allowing the processor to
continue. The Bus Monitor also generates an interrupt when
it captures data. The Bus Monitor will not collect additional
data until it has been reset, but will continue to generate Bus Monitor Data [36]: These bits contains the value of
READY# pulses for unacknowledged bus data. The Bus the W/R# signal when the Bus Monitor asserts
Monitor data consists of 37 bits: READY?# for an unacknowledged bus access.

Bus Monitor Data [35:32]: These bits contain the value
of the BE[3:0]# signals when the Bus Monitor asserts
READY?# for an unacknowledged bus access.
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* Bus Monitor Data [37]: These bits contains the valudotes:

of the BLAST# signal when the Bus Monitor
READY# for an unacknowledged bus access.

asserts
1.

The Configuration register is 2 bytes, with each byte
written individually. However, software can treat the
Configuration register as a 16-bit word and the processor

AP-733

Following a reset, the Configuration register
contents are OXFFFF. This provides the most
conservative timing configuration possible,
allowing the processor to access devices until they
have been configured for a more optimum perfor-

will perform a burst access where the bytes are read or

mance.

written consecutively. As shown in Tables 39 and 40, the

value of the Configuration register can be read back. The
Configuration register is used primarily for configuring the

Following a reset, the Bus Monitor circuit will
be reset (i.e., disabled).

wait state profiles for devices in the system.

Table 41. Misc Logic FPGA Configuration Register Bit Definitions

Configuration e
Regis%er Bit(s) Description
15:11 Unused
DUART (AM85C30) Wait State Profile - This parameter selects the number of wait
states inserted for a DUART read or write access. Note that burst accesses to the
DUART are not allowed.
10:8 000 -5 100-9

001-6 101 - 10
010-7 110-11
011-8 111 - 12
Wait State Profile for EPROM Reads - This parameter specifies the wait state profile for

) EPROM read accesses. Note that EPROM writes are not possible.

76 00: 3,3,3,3 10:5,5,5,5
01: 4,444 11:6,6,6,6
Wait State Profile for Flash Writes - This parameter specifies the wait state profile for
Flash memory write accesses.

5 0:2,2,2,2
1:3,3,3,3
Insert Recovery State for Flash Reads (80960Jx Processor Only) - This parameter
specifies whether the READY# signal should be asserted for an extra clock following a
Flash read access to allow additional time for the 80960Jx Address/Data bus to be
“turned around.” This may be necessary at high processor bus frequencies (25-33 MHz)

4 due to the length of the Flash memory output disable time and the delay within the Misc
Logic FPGA in outputting the Flash RD# control signal.
0: Recovery State NOT Inserted
1: Recovery State Inserted
Wait State Profile for Flash Reads - CFG[3:2] is NRDD, CFG[1:0] is NRAD.
0000: 1,1,1,1 1000: 1,3,3,3
0001: 2,1,1,1 1001: 2,3,3,3
0010: 3,1,1,1 1010: 3,3,3,3

3:0 0011:4,1,1,1 1011: 4,3,3,3
0100: 1,2,2,2 1100: 1,4,4,4
0101: 2,2,2,2 1101: 2,4,4,4
0110: 3,2,2,2 1110: 3,4,4,4
0111: 4,2,2,2 1111: 4,4,4,4
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The use of the configuration register bits is explained Tine transceiver control signals are generated by the Misc
more detail in the following sections, which describkogic FPGA and are called SLW_BUS_EN# and
individual blocks of the Misc Logic FPGA. SLW_BUS_DIR. Normally, the transceiver is enabled and

drives from the processor data bus to the slow data bus (A

. to B). This mode allows the slow data bus to be driven when

3.12.3  Slow Data Bus Transceiver Control accesses are made to devices on the processor data bus and

Signals when a device on the slow data bus is being written.

Therefore, the only time the transceiver control signals need

The reference design contains a secondary data bus, i, changed is when a read access is made to a device on
“Slow Processor Data Bus,” which is isolated from tl e slow data bus

processor’s data bus. The components on the slow data bus

have slow access times or are accessed infrequerlyeet 11 of the Misc Logic FPGA Schematic shows the
Isolating these components reduces the capacitive loadighsceiver control logic. When the logic determines that a
on the processor data bus. The components are isola&@ is occurring to a device on the slow data bus, the
using four 74ACT245 transceiver devices (see Sheet 265pfy_BUS_DIR signal is set low two clocks after the
the Reference Design Schematic). These devices requififiress cycle, as shown in Figure 45. This permits an
two control signals: output enable (EN#) and directic®®d960Jx processor to stop driving the address bus before
(DIR). The EN# signal determines whether the transceivge transceiver starts driving the bus.

outputs are enabled (EN# = 0) or tri-stated (EN# = 1). The

DIR signal determines which bus signals are the inputs and

which are the outputs. When DIR is a 1, the transceiver

drives from the A side (pins 2-9) to the B side (pins 11-18).

When DIR is a 0, the transceiver drives from the B side to

the A side. The A side is the (fast) processor data bus and

the B side is the slow processor data bus.
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TR TA TW TW TW TD TR TA

CLK
ADS# \ [ \ [
PROC_A[31:2] x X
PROC_D[31:0]
ADDR DATA ADDR
SLW_BUS_DIR | \ [
SLW_BUS_EN# \ [ \
SLOW BUS DEVICE ENABLED
PROC_READY# \ [
BLAST# —\J
WIR \ [

Figure 45. Slow Data Bus Read Timing Diagram

The control signals that enable the output drivers onto #tarts another bus access following a slow data bus read, the
slow data bus must wait until the transceiver has stopgeghsceiver is tri-stated during the address cycle. When the
driving the slow data bus (i.e., it has been turned arourddress cycle is completed, the transceiver has been
before being asserted. These signals are controlled byréterned to its normal configuration (driving from the
Misc Logic FPGA or DRAM Controller FPGA and enforcgrocessor data bus to the slow data bus). Note that the only
this requirement by waiting for three clock cycles after thiene the transceiver is disabled is during the two clock
address cycle before enabling a device onto the slow dateles after a slow data bus read access ends.
bus.

Timing Analysis
When the slow data bus read access ends (BLAST# = 0 and
READY# = 0), the SLW_BUS_EN# signal is deasserted fépe critical timing parameter for the transceiver is the time
two clock cycles, as shown in Figure 45, This takes for the transceiver outputs to be disabled following
SLW_BUS DIR is then set to 1 one clock period aftéhie 10_OE# being deasserted. The transceiver output

SLW_BUS_EN# is deasserted. Thus, when the process@puld be disabled before the processor starts driving the
- bus during the address cycle.
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Table 42. Slow Data Bus Transceiver Timing Analysis

intal

Parameter Value Units
Optimal Time (one clock cycle) 30 ns min
Clock Skew 2 ns max
Transceiver Output Disable Delay 14 ns max
I0_OE# Delay 13 ns min

Margin 1 ns

The margin is only 1 ns; however, the analysis did not taBel2.4 FPGA Interface Design
into account the output enable delay for the processor. In
addition, the I0_OE# delay was calculated for a -0 spetde FPGA interface design for the Misc Logic FPGA is
grade of FPGA and not a -1 or -2 speed grade, which wobisically the same as that previously described for the
add a few ns of margin. Therefore, the circuit shoulRIRAM Controller FPGA. The main differences are that the

operate correctly at 33 MHz.

Notes:

1.

Misc Logic FPGA has eight registers that can be read and
three registers that can be written, as opposed to four read
and write registers for the DRAM Controller FPGA.

The 80960Cx/Hx processors should be programmedrige FPGA Interface logic is located on Sheets 2 (data bus
insert a recovery cycle for read accesses to the slgansceiver), 9 (output data mux), and 11 (state machine).

data bus.

Timing Analysis

The transceiver will turn around at the end of every
slow data bus read access even when the procedd timing analysis for the Misc Logic FPGA is slightly
performs back-to-back slow data bus reads. THéferent from the DRAM Controller FPGA because a
transceiver is not turned around between reads withislawer speed grade device is used for the Misc Logic
FPGA. The timing is also affected by the internal use of
signals within the FPGA. Table 43 shows the FPGA
Interface timing parameters for the Misc Logic FPGA as a
function of the FPGA speed grade. The delays are almost
identical for the Misc Logic FPGA and the DRAM
Controller (-2 speed grade), with the exception of the Data
input setup time, which is much shorter for the Misc Logic

burst access.

FPGA.

Table 43. Misc Logic FPGA Timing Parameters vs. FPGA Speed Grade

Parameter -0 Speed Grade |-1 Speed Grade 2 Speed Grade Units
FPGA Output Enable Delay 23 20 19 ns max
FPGA Data Input Setup Time 7 6 6 ns min
FPGA Address Select Delay 25 22 20 ns max
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Table 44 indicates the margin for the first FPGA reddontroller FPGA. Note that the timing analysis does not
(24 ns) for a 3,2,2,2 wait state profile at 33 MHz using a atcount for extra bus loading or signal propagation delays
speed grade FPGA. Table 45 provides the same informationthe printed wiring board.

for the second to fourth reads in a burst access (37 ns).

These margins are slightly less than for the DRAM

Table 44. Misc Logic FPGA First Read Timing Analysis

Parameter Value Units
Optimal Time (two clock cycles) 60 ns min
Clock Skew 2 ns max
FPGA Output Enable Delay 20 ns max
Transceiver Propagation Delay 8 ns max
Processor Data Input Setup Time 6 ns min
Margin 24 ns

Table 45. Misc Logic FPGA Burst Read Timing Analysis

Parameter Value Units
Optimal Time (three clock cycles) 90 ns min
Clock Skew 2 ns max
Processor Address Output Delay 15 ns min
FPGA Address Select Delay 22 ns max
Transceiver Propagation Delay 8 ns max
Processor Data Input Setup Time 6 ns min

Margin 37 ns

Table 46 indicates the margin for the first FPGA writblisc Logic FPGA. Note that the timing analysis does not
(55 ns) for a 2,1,1,1 wait state profile at 33 MHz using a atcount for extra bus loading or signal propagation delays
speed grade FPGA. Table 47 provides the same informationthe printed wiring board.

for the second to fourth writes in a burst access (29 ns).

These margins are higher than for the DRAM Controller

FPGA due to the lower data setup time required for the

Table 46. Misc Logic FPGA First Write Timing Analysis

Parameter Value Units

Optimal Time (three clock cycles) 90 ns min

85



[ ]
AP-733 | ntel

Table 46. Misc Logic FPGA First Write Timing Analysis

Clock Skew 2 ns max

10_OE# Delay (from Misc Logic FPGA) 13 ns min

Transceiver Output Disable Delay 14 ns max

FPGA Data Input Setup Time 6 ns min
Margin 55 ns

Table 47. Misc Logic FPGA Burst Write Timing Analysis

Parameter Value Units
Optimal Time (two clock cycles) 60 ns min
Clock Skew 2 ns max
Processor Data/Address Output Delay 15 ns max
Transceiver Propagation Delay 8 ns max
FPGA Data Input Setup Time 6 ns min
Total 29 ns
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3.12.5 1/O Port Control Signals The output port requires a clock, I0_CLK, which loads the
current value of the data bus into the registers used to

The reference design contains a 32-bit output port and a igdplement the port (U45-U48 on Sheet 25 of the Reference

bit input port (which looks like a 32-bit port with eighDesign Schematic). Figure 46 shows the timing for the

undefined bits). The Misc Logic FPGA generates th® CLK signal when the output port is written.

control signals for these 1/O ports.

TR TA TW TW TD TR

CLK
ADS# \ ’

PROC_A[31:2] X

PROC_D[31:0] DATA OUT
READY# \I

10_CLK

WIR#

BLAST# \ ’

Figure 46. Output Port Write Timing Diagram

Sheet 3 of the Misc Logic FPGA Schematic shows the logic The Misc Logic FPGA does not support burst accesses
that generates 10_CLK. This logic is very simple; when a to the output port.
write to the output port is being performed, the I0_CLK

and READY# signals are asserted three clock cycles affer The output port timing (i.e., wait states) is fixed at two
ADS# is asserted. inserted wait states.

Notes: The timing for the output port is worst case at a processor
clock frequency of 33 MHz. Timing analysis is performed
1. The output port is always written as a 32-bit word. bt this frequency. Table 48 shows the timing analysis. The
other words, it is not possible to write individual bytesesulting margin, which is in excess of one clock cycle,
of the output port. indicates that one of the wait states could be removed.

Note that the IO_CLK delayncreaseghe margin.
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Table 48. 10_CLK Timing Analysis

Parameter Value Units
Optimal Time (two clock cycles) 60 ns min
Clock Skew 2 ns max
Processor Data Out Delay 15 ns max
Transceiver Propagation Delay ns max
74ACT574 Setup Time ns min
10_CLK Delay 3 ns min

Margin 36 ns

The input port requires an output enable signal, |IO_OBH#gnsceiver to the processor data bus. Figure 47 shows the
which enables the input port signals onto the slow data hiirsing for the 10_OE# signal when the input port is read.

The value then propagates through the slow data bus

PROC_A[31:2] x

SLW_BUS_EN# \

PROC_D[31:0]
3 DATA
SLW_BUS_DIR ] \ i

10_OE# \ f

PROC_READY#

WIR# \

BLAST# —\—/—

=

Figure 47. Input Port Read Timing Diagram
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Sheet 3 of the Misc Logic FPGA Schematic shows the logic The SLW_BUS_DIR and SLW_BUS_EN# signals,

that generates 10_OE#. This logic is very simple: when a which control the slow bus transceiver, are discussed

write to the output port is being performed, the IO_CLK in another section of the Misc Logic FPGA

and READY# signals are asserted four clock cycles after description.

ADS# is asserted and the |O_OE# signal is asserted for two

clock cycles three clock cycles after ADS# is asserted. The timing for the input port is worst case at a processor
clock frequency of 33 MHz. Timing Analysis is performed

Notes: at this frequency. The timing analysis indicates that three

wait states is appropriate for operation at 33 MHz.
1. The Misc Logic FPGA does not support burst accesses

to the input port.

2. The input port timing (i.e., wait states) is fixed at three
inserted wait states.
Table 49. 10_OE# Timing Analysis

Parameter Value Units
Optimal Time (two clock cycles) 60 ns min
Clock Skew 2 ns max
10_OE# Delay 13 ns max
74ACT573 Output Enable Delay 11 ns max
Transceiver Propagation Delay 8 ns max
Processor Input Data Setup Time 6 ns max
margin 20 ns

3.12.6 Dual UART (DUART) Control Signals An 8 MHz clock for PCLK results in gc having a
minimum value of 437.5s. The processor could attempt to
The Misc Logic FPGA provides the control logic to thgerform accesses to the DUART that violate this timing
DUART (AM85C30), which is an 8-bit device on the slowequirement. Note that the timing requirement is between
data bus. The DUART requires three control signadgcesses to the DUART. The processor can access another
provided by the Misc Logic FPGA: device on the bus immediately after accessing the DUART.
Software could prevent this timing requirement from being

DUART_CS# violated by ensuring that there is always a sufficient number
DUART_RD# of instructions between DUART accesses. However, care
DUART_WR#

must be taken since the timing between accesses is

The DUART has a bus interface timing requiremetg(T influenced b)_/ a number of factors, such as execution from
cache, queuing of bus requests, processor clock rate, etc.

Valid Access Timing Recovery) t.h‘f’“ requires de.VICFherefore, software enforcement of thexcT timing
accesses to be separated by a minimum time, which Is

specified as 3.5 PCLK cycles. Thus, it is desirable to user%%wrement WO[.JI.d be difficult to implement an_d V(_anfy
. : nder all conditions. For these reasons, this timing
fast a clock as possible for the PCLK input of the 85C3¢% uirement is enforced in hardware

The maximum PCLK frequency is 8.192 MHz for an q ’
85C30-8 (speed grades up to 20 MHz are available).N%TE_
PCLK frequency of 8 MHz is derived from the 16 MHz ’

clock output from the AV9155A-23 clock synthesizer. The
DRAM Controller FPGA contains a divide-by-two circuitrhe method used to ensurgdis satisfied is to make every
for generating PCLK. access to the DUART takesE minimum; that is, additional

wait states are inserted such that if the next bus access were

Trc is measured between the falling edges of
the DUART RD# and WR# control signals.

89



[ ]
AP-733 | ntel

to the DUART, the bus accesses would be separategdy The minimum value of gc, which is (in clock cycles) the
minimum. number of wait states plus 3 (which are the TA, TR, and TD

states). Note that the skew of the RD# and WR# signals (the
The DUART control logic allows the number of wait stategfference in delay from the clock signal) needs to be
for read and write accesses to be specified as a configgnsidered in calculatinggE.

ration option. Bits 8, 9, and 10 of the Configuration Register

select the number of wait states, which can be five NOTE: The logic does not support burst accesses to the
twelve. Figures 48 and 49 show the DUART signal timing DUART.

for read and write accesses. The only difference in the

timing for the different wait state profiles is the width of th&heet 12 of the Misc Logic FPGA Schematic shows the
DUART_RD# and DUART_WR# pulses. The pulse widthi®gic that generates the DUART control signals. Sheet 1 of
of these signals is the number of wait states minus 2. Ntte Schematic shows the output pads.

that the timing for the DUART_RD# and DUART_WR#

pulses is identical. This simplifies the task of determining

TR TA T™W TW TW TW TW TW TW TD TR TA

CLK

ADS#

PROC_A[31:2], BE[3:0}#

PROC_DJ[7:0] ADDR @ ADDR

SLW_BUS_DIR

SLW_BUS_EN#

DUART_CS#

DUART_RD#

BLAST#

WIR#

D e

Figure 48. DUART Read Timing Example (Seven Wait States)

90



u
I nu AP-733

ADS#

PROC_A[31:2], BE[3:0}#

PROC_D[7:0] ADDR DATA OUT ADDR

DUART_CS#

DUART_WR#

BLAST#

4 Ponc

WIR#

11 Ihene

Figure 49. DUART Write Timing Example (Seven Wait States)

Timing Analysis

Table 50 shows the DUART timing parameters that must be considered in analyzing the timing for the Misc Logic FPGA.

Table 50. Important DUART Timing Parameters

Parameter Value Units
Address to RD#! or WR#1 Setup Time (Tps) 70 ns min
Address to RD#! or WR#! Hold Time (Tap) 0 ns min
WR# Low Width (Tyyp) 150 ns min
RD# Low Width (Trp) 150 ns min
RD#. to Valid Data Delay (Tacc) 140 ns max

Table 51 shows the timing delays of the DUART control signals generated by the Misc Logic FPGA. As shown in this

table, the delay for the DUART RD# and WR# signals is essentially the same; therefore the skew between the two signals
is relatively small.

91



[ ]
AP-733 | ntel

Table 51. DUART Parameters vs. FPGA Speed Grade

Parameter -0 Speed Grade -1 Speed Grade -2 Speed Grade Units
DUART_CS# Delay 29 25 23 ns max
DUART_RD# Delay 13 11 10 ns min
DUART_WR# Delay 13 11 10 ns max

The number of DUART timing parameters that need to beserted. Note that the DUART address consists of
considered can be reduced singg Ts always satisfied by PROC_BE[1:0]# and therefore does not propagate through
the basic timing. In addition,gp can be ignored since thean address latch for the 80960Jx processor. Table 52 shows
data access time ffc) will always be longer. The the timing analysis for Jg and indicates that there is plenty
minimum for data to be valid is 140 ns, but the RD# pulsé margin. Note that the timing analysis did not account for
needs to be longer to allow the data to propagate throughttfeminimum delay of WR# and RD# from the Misc Logic
slow bus transceiver. The resulting RD# pulse will thus B€GA (which would add to the margin). Timing analysis
longer than Ep, allowing Trpto be ignored. also did not account for signal propagation on the printed

wiring board or capacitive loading higher than the manufac-
The timing analysis for 45 needs to be performed only foryrer's datasheet specification.

a clock frequency of 33 MHz, since the number of clock
cycles is fixed between the address cycle (ADS# asserted)
and the clock cycle in which DUART RD# or WR# is

Table 52. DUART T g Timing Analysis

Parameter Value Units
Optimal Timing (Four Clocks) 120 ns
Clock Skew 2 ns max
Processor Address Output Delay 15 ns max
Address to RD#! or WR#! Setup Time (Tps) 70 ns min
Margin 33 ns

Table 53 shows the minimum low pulse width of thpulse widths of WR# and RD# are the same for a
DUART RD# as determined from the timing analysis. Therogrammed wait state profile.

result of 166 ns removes the need to analyze the timing for

the minimum WR# low pulse width, since 166 ns is more

than the specified value of 150 ns, and the minimum low

Table 53. DUART Minimum RD# Pulse Width Timing Analysis

Parameter Value Units
Clock Skew 2 ns max
RD#! to Valid Data Delay (Tacc) 140 ns max
Transceiver Propagation Delay 8 ns max
Processor Data Input Setup 6 ns min
Total 166 ns
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Table 54 shows the minimum number of wait stat@arameter, while Jcc determines the number of wait states
recommended for the possible processor frequencies ahtbwer processor frequencies.

the resulting margins forglc and Tacc. Note that at high

frequencies, the number of wait states is driven by the T

Table 54. DUART Wait State Profiles and Margins vs. Processor Frequency

Fre(ﬁ/lu:;)cy Cyi:(e)(:(l:]s) Wait States Mar;i':lc(ns) Mar;?nc ((:ns)
16 66 5 90 32
20 50 6 12 34
25 40 9 42 114
30 33 11 24 131
33 30 12 12 134
3.12.7 EPROM Control Signals The EPROM requires two control signals: Output Enable

(OE#) and Chip Enable (CE#). The EPROM’s CE# pin is
The reference design contains a 128Kx8 EPROM that esshnected to PROC_RD# from the Misc Logic FPGA. The
be used to hold the boot code during development. TEIBROM’s CE# pin is connected to EPROM_CS# from the
EPROM may also contain a monitor to aid in debugginglisc Logic FPGA (chip enable and chip select are
The wiring on the printed wiring board allows either aquivalent terms). The Misc Logic FPGA provides four
256Kx8 or 512Kx8 EPROM to be installed in the samgsossible wait state profiles, which are selected by bits 6 and
socket if desired. (PROC_A[18:17] are connected to tfieof the Configuration Register. The possible wait state
EPROM DIP, although they are not used by the 128Ky8ofiles are 3,3,3,3 to 6,6,6,6. Figure 50 shows the EPROM
EPROM.) Sheet 27 of the Reference Design Schematignal timing for a single byte read with a 6,6,6,6 wait state
shows the EPROM. The EPROM is located on the slgofile.
data bus because it is a relatively slow device and would
normally only be used during development; therefore the
number of clock cycles needed to access the EPROM is not
critical.

The EPROM speed is 150 ns, which means that the access
time from a stable address and chip enable is 150 ns. The
access time from the output enable being asserted to valid
data is 65 ns.
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Figure 50. EPROM Signal Timing for Single Read (6,6,6,6 Wait State Profile)

Figure 51 shows the signal timing for a 4 byte burst reRROC_A[31:26] is 111111. When SWAP_ROM# is a 0
from the EPROM with a 3,3,3,3 wait state profile. Thé@asserted), EPROM_CS# is asserted when PROC_A[31:26]
EPROM_CS# is decoded from the processor address and i$10111. The purpose of the SWAP_ROM# signal is to
generated whenever the processor address is in the EPRAIbv the Flash memory and EPROM address spaces to be
address range. Sheet 4 of the Misc Logic FPGA Schematiapped, allowing the Flash devices to contain the boot up
shows the EPROM chip select decoding logic. Sheet 2cofde (allowing the EPROM to be removed if desired).

the Schematic shows the output pad for the EPROM_CS#.

The chip select decoding logic uses the upper six bits of the
processor address and is also dependent on the value of the
SWAP_ROM# input. When SWAP_ROM# is a 1
(deasserted), EPROM_CS# is asserted when
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ADS# _\_/ \I
PROC_A[31:2] :X X
PROC_DI[7:0] DATA1>< DATA2>< DATA3>< DATA4
SLW_BUS_DIR j—\ /
SLW_BUS_EN# —\ / \
EPROM_CS# j /
PROC_RD# ﬁ /
PROC_READY# \_/ \_/ \_/ \_/
BLAST# \ /
WIR# _\ /

Figure 51. EPROM Signal Timing for Burst Read (3,3,3,3 Wait State Profile)

The PROC_RD# signal is asserted whenever an EPROMoming Analysis

Flash memory read access occurs. PROC_RD# is used as

the OE# signal for both the EPROM and the Flash devicke timing analysis needs to look at three scenarios
in the reference design. The PROC_RD# timing féegarding the EPROM. For the first byte read from the
EPROM read accesses is shown in Figures 50 and B?PROM during a read access, the number of wait states
where PROC_RD# is asserted one clock cycle afféfuired can depend on either the OE# to valid data delay or
SLW_BUS_DIR goes low and is deasserted in the clodle address access time delay (related to EPROM_CS#).
cycle after BLAST# and READY# are both asserted. THd1€ second to fourth EPROM bytes read during a burst read
PROC_RD# timing is slightly different for Flash readccess are not dependent on the EPROM control signals,

accesses (refer to Section 3.12.8, Flash Control Signals)because these signals remain asserted from the first byte
read. Therefore, the delay for these accesses is dependent

Sheet 7 of the Misc Logic FPGA Schematic shows the loginly on the address access timing (the delay from processor
for determining the number of wait states in an EPROdress changing to valid EPROM data at the processor).

read access. Sheet 6 of the Schematic shows the logic for
generating PROC_RD#. The first consideration is the delay of the EPROM control

signal generation within in the Misc Logic FPGA, which is
summarized in Table 55 for various FPGA speed grades.
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Table 55. EPROM Control Signal Delays vs. FPGA Speed Grade

Parameter -0 Speed Grade -1 Speed Grade -2 Speed Grade Units
PROC_RD# Delay 13 12 11 ns max
EPROM_CS# Delay 27 23 22 ns max

Table 56 shows the timing analysis for the first EPROptofile is 6,6,6,6, there are five clock cycles (150 ns at
byte read for the delay controlled by the timing of th@3 MHz) in the EPROM timing to compensate for this
EPROM’s output enable signal (PROC_RD#). The numbaelay.

of clock cycles available for data to be valid is the number

of wait states minus 1. For example, when the wait state

Table 56. First EPROM Read Access Delay (Output Enable Controlled)

Parameter Value Units
Clock Skew 2 ns max
PROC_RD# Delay 12 ns max
EPROM Output Enable Delay 65 ns max
Transceiver Propagation Delay 8 ns max
Processor Input Data Setup Time 6 ns min
Total 93 ns

Table 57 shows the timing analysis for the first EPROpfrofile is 6,6,6,6, there are eight clock cycles (240 ns at
byte read for the delay controlled by the timing of th@3 MHz) in the EPROM timing to compensate for this
EPROM’s chip select signal (EPROM_CS#). The numbeelay.

of clock cycles available for data to be valid is the number

of wait states plus 2. For example, when the wait state

Table 57. First EPROM Read Access Delay (Chip Select Controlled)

Parameter Value Units
Clock Skew 2 ns max
Processor Address Output Delay 15 ns max
Address Latch Delay 8 ns max
EPROM_CS# Delay 23 ns max
EPROM Address Access Delay 150 ns max
Transceiver Propagation Delay 8 ns max
Processor Input Data Setup Time 6 ns min

Total 212 ns
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Table 58 shows the timing for the second, third, and fouith6,6,6,6, there are seven clock cycles (210 ns at 33 MHz)
EPROM byte reads of a burst access for the delay controliethe EPROM timing to compensate for this delay.

by the EPROM’s address access timing. The number of

clock cycles available for data to be valid is the number ¥pte that the address latch delay does not have to be

wait states plus 1. For example, when the wait state profifensidered in this case because the PROC_A[3:2] are
routed directly from the processor.

Table 58. Second-Fourth EPROM Read Access Delay

Parameter Value Units
Clock Skew 2 ns max
Processor Address Output Delay 15 ns max
EPROM Address Access Delay 150 ns max
Transceiver Propagation Delay 8 ns max
Processor Input Data Setup Time 6 ns min
Total 181 ns

Table 59 shows the margins for the relevant delay parameters as a function of processor frequency. The margins ar
calculated for the wait state profile that provides the smallest positive margin.

Table 59. EPROM Wait State Profiles and Margins vs. Processor Frequency

Frequency Clock Wait State 1st Byte-OE 1st Byte-CS 2nd-4th Byte
(MHz) Cycle (ns) Profile Margin (ns) Margin (ns) Margin (ns)

16 66 3,333 39 118 83

20 50 3,3,3,3 7 38 19

25 40 4,444 27 28 19

30 33 55,5,5 39 19 17

33 30 6,6,6,6 57 28 29

NOTES:

1. The delay calculations were performed using the -1 speed grade timings.

2. The timing analysis did not include delays that could result from signal propagation on the printed
wiring board or capacitive loading of address and data buses above the value specified in the manu-
facturer’s datasheets.
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3.12.8 Flash Control Signals Boot Block devices were chosen because they allow a

portion of the device (the “boot block”) to be write
Sheet 28 of the Reference Design Schematic shows ghétected while the rest of the device is modified. The boot
locations for four Flash memory devices (U6 to U9). Thsiock can contain the boot up code that is normally located
intent is that locations U6 and U7 would be populated wifithin an EPROM, resulting in reduced system cost by
U8 and U9 available for expansion. The devices U6 and blifminating the EPROM device. The boot block architecture
comprise “Flash Bank 1,” and the devices U8 and UScludes “parameter” blocks to facilitate storage of
comprise “Flash Bank 2" The Flash devicesrequently updated parameters that would normally require
28F400CVT80, are from Intel's SmartVoltage boot blockn EEPROM. The boot block devices are available in two
Flash memory family and are in a 48-lead TSOP (Thigpes: Top Boot and Bottom Boot. The type refers to the
Small Outline Package). This package was chosen becdusetion of the boot block (at the lowest addresses or at the
the 128Kx16 and 512Kx16 devices in the SmartVoltagfighest addresses). Top Boot devices are used for the
boot block family are also available in this package. Thusference device because the 80960Jx/Cx/Hx processor
the amount of Flash memory installed in the system canfgilies boot from the top of memory where the initial-
scaled up or down using other devices in the SmartVoltagation boot record (IBR) is located.

boot block family.
Figure 52 shows the memory map for the Flash memory

blocks (when 256Kx16 devices are used).
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Addresses When Addresses When
SWAP_ROM# =1 SWAP_ROM# =0
DCOF FFFF FCOF FFFF
32 Kbyte Boot Block
DCOF 8000 FCOF 8000
DCOF 7FFF FCOF 7FFF
16 Kbyte Parameter Block
DCOF 4000 FCOF 4000
DCOF 3FFF FCOF 3FFF
16 Kbyte Parameter Block
DCOF 0000 FCOF 0000
DCOE FFFF FCOE FFFF
192 Kbyte Main Block
DCOC 0000 FCOC 0000
DCOB FFFF FCOB FFFF
256 Kbyte Main Block
DC08 0000 FCO08 0000
DCO7 FFFF FCO7 FFFF
256 Kbyte Main Block
DC04 0000 FC04 0000
DCO03 FFFF FCO03 FFFF
256 Kbyte Main Block
DC00 0000 FC00 0000
Flash Bank 1
DBOF FFFF FBOF FFFF
32 Kbyte Boot Block
DBOF 8000 FBOF 8000
DBOF 7FFF FBOF 7FFF
16 Kbyte Parameter Block
DBOF 4000 FBOF 4000
DBOF 3FFF FBOF 3FFF
16 Kbyte Parameter Block
DBOF 0000 FBOF 0000
DBOE FFFF FBOE FFFF
192 Kbyte Main Block
DBOC 0000 FBOC 0000
DBOB FFFF FBOB FFFF
256 Kbyte Main Block
DBO08 0000 FBO8 0000
DBO7 FFFF FBO7 FFFF
256 Kbyte Main Block
DBO04 0000 FBO4 0000
DBO3 FFFF FBO3 FFFF
256 Kbyte Main Block
DBO00 0000 FBOO 0000
Flash Bank 2

Figure 52. Flash Memory Map Using 256Kx16 Devices

The memory map for the Flash memory is dependent on the value of the SWAP_ROM# signal, which is determined by
switch 4 of the DIP switch (see Section 3.7, Memory Map). This permits the EPROM and Flash address spaces to be
swapped, allowing the boot device (EPROM or Flash) to be selected.
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From the memory map, it would appear that the Fla%he difference in IBR addresses is because the memory
memory could not contain the IBR for the processor whemap in Figure 52 places the two Flash memory banks
the Flash memory is used as the boot devicentiguously in memory. Flash Bank 1 is placed at the
(SWAP_ROM# = 0). The IBR is located at FEFF FF30 fdrottom of its memory space and bank 2 is placed at the top
the 80960Jx and 80960Hx processors and at FFFF FFOOofoits memory space. If it is known that only Flash Bank 1
an 80960Cx processor. The IBR can be located in the Flash be used (or it is acceptable to have non-contiguous
memory because the Flash memory address chip seldash memory), the memory maps in Figure 53 could be
decoding uses only the upper six address bits. Therefarged, placing Flash Bank 1 at the top of its memory address
when the Flash memory map is defined as in Figure 52, gpace.

IBR addresses shown in Table 60 should be used.

Table 60. IBR Addresses Due to Flash Address

Aliasing
Processor IBR Address
80960Cx FCOF FFOO
80960Jx FCOF FF30
80960Hx FCOF FF30
Addresses When Addresses When
SWAP_ROM# = 1 SWAP_ROM# = 0
DEFF FFFF FEFF FFFF
32 Kbyte Boot Block
DEFF 8000 FEFF 8000
DEFF 7FFF FEFF 7FFF
16 Kbyte Parameter Block
DEFF 4000 FEFF 4000
DEFF 3FFF FEFF 3FFF
16 Kbyte Parameter Block
DEFF 0000 FEFF 0000
DEFE FFFF FEFE FFFF
192 Kbyte Main Block
DEFC 0000 FEFC 0000
DEFB FFFF FEFB FFFF
256 Kbyte Main Block
DEF8 0000 FEF8 0000
DEF7 FFFF FEF7 FFFF
256 Kbyte Main Block
DEF4 0000 FEF4 0000
DEF3 FFFF FEF3 FFFF
256 Kbyte Main Block
DEFO0 0000 FEFO0 0000
Flash Bank 1

Figure 53. Alternate Flash Memory Map For One Flash Bank of 256Kx32
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Notes: FLASH_BANK1_CS#

1.

The Flash devices are located on the “fast” processor
bus to provide the fastest read access times possible.
Misc Logic FPGA provides four control signals for th

FLASH_BANK2_CsS#
In the normal configuration, U6 and U7 are installed proc RD#
with 256Kx16 devices, resulting in 256Kx32 (1 FLASH WR#
Mbyte) of Flash memory being available. -
The CS# signals are decoded from the processor address
A parameter block can also be used for code storaggdfng combinatorial logic as shown on Sheet 4 of the Misc
desired. Logic FPGA Schematic. Sheet 2 of the Schematic shows
. ) . _the output pads for the CS# signals. The PROC_RD# signal
The devices in Flash Ba_nk 2 have their Wp# Palso connected to the OE# of the EPROM and is asserted
connected tO_VPP’ allowing the boot black t_o bl%r both EPROM and Flash memory read accesses. The
programmed in the sgmg manner as the main WASH_WR# signal is asserted for Flash memory write
parameter blocks. This differs from Flash Bank %fccesses.
which connects WP# to VPP or ground through a 3-
pin header that allows the boot block to be writthe Misc Logic FPGA allows 16 possible wait state
protected by tying WP# to ground. profiles to be selected for Flash memory reads and two wait
state profiles for Flash memory writes (wait profiles are
n in Table 41). The possible read access wait state
t}a)?iles range from 1,1,1,1 to 4,4,4,4 and the write access
ait state profiles are 2,2,2,2 and 3,3,3,3.

Flash memory devices (signal names on Reference Design
Schematic):

PROC_A[31:4]

PROC_A[3:2]

PROC_D[31:0]
Pl ADDR DATAL X DATA2 >< DATA3 X DATA4 ADDR

FLASH_BANKx_CS#

PROC_WR#

s \ —

—
—
—
—

Figure 54. Flash Burst Read Timing for 3,3,3,3 Wait State Profile
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Figure 54 shows the signal timing for a four-word burst reéallows a bus access. The extra bus cycle can be inserted by
from the Flash memory with a 3,3,3,3 wait state profilerogramming the 80960Cx MCON or the 80960Hx
The PROC_RD# signal is asserted one clock cycle after BMdCON register associated with the Flash memory region.
address cycle and deasserted the clock cycle after the blinet 80960Jx processor does not support this feature
access ends (BLAST#=0 and READY#=0). internally but does allow extra “recovery” bus cycles to be
inserted using the READY# signal. A recovery cycle is
A potential bus contention problem exists at high@serted by an 80960Jx processor following each clock
processor frequencies. This bus contention occurs if @’yﬂe in which READY# is asserted at end of bus access.
Flash memory output is not disabled before the procesg@mally, this is one cycle, since READY# is asserted for
drives the address for the next cycle. While this scenariq)'my one clock cycle. However, the Misc Logic FPGA
for an 80960Jx processor, the same problem could existd@éws READY# to be asserted for an extra clock cycle
an 80960Cx/Hx processor that performs a write access af{en a Flash memory read access is performed and an
reading from Flash memory. In both cases, a single claggoeix processor is being used (HXPROC_ONCE# = 0).
cycle exists for the data bus to be tri-stated after a Flags option is selected by bit 4 of the Configuration
memory read. The delay of the PROC_RD# signal plus fRggister (1 = add recovery state, 0 = normal timing).
Flash output disable time determines if there is sufficient
time to tri-state the data bus. The output disable time for thigure 55 shows the burst read timing example when the
-80 speed Flash device is 30 ns max, which is one claoitra recovery state is inserted. The timing analysis
cycle at 33 MHz. The 80960Cx/Hx processors allow afescription provides information on when the extra
extra clock cycle to be inserted before an address cycle tiegbvery state is required.

TR TA TW TW TW TD TW TW TW TD TW TW TW TD TW TW TW TD TR TR TA

CLK

ADS#

PROC_A[31:4]

PROC_A[3:2]

PROC_D[31:0]

DATA: 1X DATA:! 2>< DATACX DATA4

PROC_RD#

C1enne
- JbHHe

FLASH_BANKx_CS#

BLAST# \ /
PROC_READY# \ / \ / \ / \ /

WIR#

T
i

Figure 55. Flash Burst Read Timing Example With Extra Recovery Cycle
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Figures 56 and 57 show the timing for burst writes to Flakéy difference between the two wait state profiles (besides
memory. Only two wait state profiles are possible for Flagie additional wait state) is the width of the FLASH_WR#
memory writes: 2,2,2,2 and 3,3,3,3. A limited number gllses. The pulse width for a 2,2,2,2 profile is one clock
wait state profiles is provided because Flash memorycigle, whereas the pulse width for a 3,3,3,3 profile is two
written infrequently and therefore the timing does not affedbck cycles.

performance as much as Flash read performance could. The

TR TA TW TW TDO TW TW T TW TW T TW TW TD TR TA

PROC_A[31:4] x X
PROC_A[3:2] x X >< >< X
PROC_D[31:0]
DATA1L DATA2 DATA3 DATA4 ADDR
FLASH_BANKx_CS# \ /

PROC_WR# \_/ \_/ \_/ \_/
BLAST# \—/7
PROC_READY# \J M \_/ \—/

WIR#

(-

o

Figure 56. Flash Burst Write Timing for 2,2,2,2 Wait State Profile
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Figure 57. Flash Burst Write Timing for 3,3,3,3 Wait State Profile

Sheet 6 of the Misc Logic FPGA Schematic shows the lodionming Analysis

that generates the Flash memory read timing. Sheet 7 of the

Schematic shows the logic that generates the Flash memig#le 61 shows the delays of the Flash memory control
write timing and Sheet 1 shows the output pads apignals generated by the Misc Logic FPGA as a function of

READY# logic. the FPGA speed grade.
Table 61. FPGA Flash Timing Parameters vs. FPGA Speed Grade
Parameter -0 Speed Grade -1 Speed Grade -2 Speed Grade Units
FLASH_CS# Delay 19 17 16 ns max
FLASH_WR# Delay 13 12 11 ns max
PROC_RD# Delay 13 12 11 ns max
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The first Flash read timing may be dependent on thtates between the address and first data cycles of a read
address access time or the output enable delay. Tablea&2ss). There are NRAD cycles to satisfy the delay
and 63 show the delays that occur for the first Flash warantrolled by the output enable.

read. There are NRAD+2 cycles to satisfy the delay

controlled by the chip select (NRAD is the number of wait

Table 62. First Flash Read Access Delay (Chip Select Controlled)

Parameter Value Units
Clock Skew 2 ns max
Processor Address Output Delay 15 ns max
Address Latch Delay 8 ns max
FLASH_CS# Delay 17 ns max
Flash Address Access Delay 80 ns max
Transceiver Propagation Delay 8 ns max
Processor Input Data Setup Time 6 ns min
Total 136 ns

Table 63. First Flash Read Access Delay (Output Enable Controlled)

Parameter Value Units
Clock Skew 2 ns max
PROC_RD# Delay 12 ns max
Flash Output Enable Delay 40 ns max
Transceiver Propagation Delay 8 ns max
Processor Input Data Setup Time 6 ns min
Total 68 ns
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Table 64 shows the timing analysis for the second, thiycles (120ns at 33 MHz) in the Flash timing to
and fourth Flash reads of a burst access when the delagoimpensate for this delay.

controlled by the Flash device’s address access timing. The

number of clock cycles available for data to be valid is thote that the address latch delay does not have to be
number of wait states between data accesses (NRDD) §i@gsidered in this case because the PROC_A[3:2] are
1. For example, when the wait state profile is 4,3,3/guted directly from the processor.

(NRAD = 4, NRDD = 3) there are four (NRDD+1) clock

Table 64. Second-Fourth Flash Read Access Delay

Parameter Value Units
Clock Skew 2 ns max
Processor Address Output Delay 15 ns max
Flash Address Access Delay 80 ns max
Processor Input Data Setup Time 6 ns min
Total 103 ns

Table 65 shows the margins for the relevant delayargins are calculated for the wait state profile that
parameters as a function of processor frequency. Tirevides the smallest positive margin.

Table 65. Flash Read Wait State Profiles and Margins vs. Processor Frequency

Frequency Clock Wait State 1st Byte-OE 1st Byte-CS 2nd-4th Byte
(MHz) Cycle (ns) Profile Margin (ns) Margin (ns) Margin (ns)
16 66 2111 64 128 29
20 50 2,2,2,2 32 64 47
25 40 2,2,2,2 12 24 17
30 33 3,333 31 29 29
33 30 3,3,3,3 22 14 17

The last timing parameter to consider for Flash reads is the
output disable delay, to determine if an additional recovery
state needs to be inserted. Table 66 shows the worst case
delay for disabling the Flash outputs when a Flash read
access ends. Note that the processor output enable delay
reduces the delay. An extra recovery cycle must be inserted
when the clock period is less than the output disable delay
since there is one clock period (the recovery cycle)
available in the timing to satisfy this requirement.
Therefore, an extra recovery cycle is needed at 30 and
33MHz and is not needed at 16 and 20 MHz. The
margin at 25 MHz is -1 ns, but since this is a worst case
analysis, an extra recovery cycle should not be
necessary.
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Table 66. Flash Output Disable Delay

Parameter Value Units
Clock Skew 2 ns max
PROC_RD# Delay 12 ns max
Flash Output Disable Delay 30 ns max
Processor Output Enable Delay 3) ns min
Total 41 ns

A detailed analysis of the Flash write timing is nofherefore, for Flash memory writes, use a wait state profile
provided. The relevant parameters are listed in Table 672,2,2,2 for 16, 20, and 25 MHz and a wait state profile of
The “Data Setup Time before WR#parameter cannot be3,3,3,3 at 30 and 33 MHz.

met with a wait state profile of 2,2,2,2 at 30 and 33 MHz.

All of the timing parameters for a wait state profile of

2,2,2,2 are easily satisfied at 25 MHz and below.

Table 67. Relevant Flash Write Timing Parameters

Parameter Device Value
Processor Address Output Delay 80960 15 ns max
Address Latch Delay 80960 15 ns max
Data Output Delay 80960 15 ns max
FLASH_CS# Delay Misc Logic FPGA 17 ns max
CLK1t to WR# Asserted Misc Logic FPGA 12 ns max
CLK1 to WR# Deasserted Misc Logic FPGA 12 ns max
Write Cycle Time 28F400 80 ns max
Address Setup Time before WR#1 28F400 80 ns max
Data Setup Time before WR#1 28F400 50 ns min
Data Hold Time from WR#1 28F400 0 ns min
CS# Setup Time to WR#! 28F400 0 ns min
WR# Pulse Width 28F400 30 ns min

NOTES:

1. The timing analysis was performed using values for the -80 Flash speed grade and
-1 FPGA speed grade.
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3.12.9 RMON FIFO Control Signals SEC1_FIFO_OE#
SEC1_FIFO_RCLK

A 1Kx32 FIFO exists between each GT-48001 device and SEC2_FIFO_OE#
the slow data bus. Data is written into the FIFO that SEC2 FIFO_RCLK
indicates the size of a packet and the source and destination SEC3_FIFO_OE#
addresses for a packet. The FIFO contents can be read by SEC3_FIFO_RCLK
the processor. Three status signals for each FIFO are
connected to the input port and indicate when the FIFOAsword is read from the FIFO on the rising edge of RCLK
empty (EF#), half-full (HF#), or full (FF#). when REN# is low. The word is then held in a register

whose contents can be enabled onto the slow data bus by
Sheets 10, 11, and 12 of the Reference Design Schemgdiserting OE#. By tying OE# and REN# together, the FIFO
show the FIFOs. Each FIFOs requires three control sign®&LK must be asserted while FIFO output is enabled.
OE#, REN#, and RCLK. The control signals for the FIFQsigure 58 shows the timing for a single word read from the
are generated by the Misc Logic FPGA. Because of [FIFO. As shown, the FIFO OE# is asserted, and RCLK is
limitations on the FPGA, the OE# and REN# signals emserted one clock later. There are then two clock periods
each FIFO are connected together, reducing to six faethe FIFO to output the data and for the data to propagate
number of control signals required (two for each of thRrough the slow data bus transceiver to the processor.
three FIFOs). These signals are as follows:

CLK

ADSH#

PROC_A[31:2] ><

PROC_D[31:0]
ADDR DATA ADDR
SLW_BUS_DIR ] \

SLW_BUS_EN#

SECx_FIFO_OE#

SECx_FIFO_RCLK [\ [\

PROC_READY#

WIR#

i —— [
) [

Figure 58. Signal Timing for Single FIFO Read
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As shown in Figure 58, the FIFO read access has four weiating shown in Figure 59. This wait state profile for burst
states inserted. Note that the FIFO OE# cannot be assemtedis is 4,1,1,1. Note that the FIFO address space is 1024
until the slow bus transceiver has been turned aroumgdes; thus a burst access will work since consecutive
(SLW_BUS_DIR = 0). The FIFO Read Control logic impleaddresses in this space continue to access the FIFO.
mentation allows burst reads from the FIFO using the

TR TA W TW TW  TW  TD W T TW T TW TD TR TA

CLK

ADSH#

PROC_A[31:2]

PROC_D[31:0]
ADDR DATAL DATA2 DATA3 DATA4 ADDR

SLW_BUS_DIR

SLW_BUS_EN#

SECx_FIFO_OE#

P en
il

SECX_FIFO_RCLK

PROC_READY#

BLAST#

:

W/R#

T
i

Figure 59. Signal Timing for Burst FIFO Read

Normally, the RMON FIFOs cannot be read using a buistFO has at least 512 words and could use burst accesses to
access because it is not known how many words are in tb@uce the delay associated with accessing the FIFO.

FIFO. The processor would first have to check the FIFO's

empty flag (EF#) and, if the FIFO is not empty, read a Wor%l;]eet 5 of the Misc Logic FPGA Schematic shows the logic
then repeat the process. The only scenario where a btifat generates the FIFO OE# and RCLK signals. Sheet 4 of
read could be used would be when the FIFO’s half full fldge schematic shows the address decoding (source of

(HF#) is asserted. The processor would then know that fHEO1_SEL, FIFO2_SEL and FIFO3_SEL) and Sheet 1
shows the output pads.
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Notes 2. Asingle FIFO RCLK could be generated and routed to
all RMON FIFOs. This was not done because of
1. A FIFO RCLK pulse is generated for each of the concerns over the potential signal integrity (i.e., trans-
RMON FIFOs two clock cycles after ADS# is  mission line reflections) of a clock signal routed to
asserted. This occurs whether the bus access is to an several sources. Separate Signals allowed point.to_
RMON FIFO or to another bus device. This RCLK  point connections that were series terminated with
pulse will have no affect on the FIFO contents since 220 resistors (see Sheet 29 of the Reference Design
the FIFO's REN# input is not asserted on the positive  schematic).
edge of this RCLK pulse. The reason for generating
this extra RCLK pulse is to update the FIFO's EF#jiming Analysis
HF# and FF# status flags. These flags are updated only
on the rising edge of RCLK. Without the extra RCLK'he timing analysis for RMON FIFO read accesses is
pulse, the software would think the FIFO was alway8latively simple because OE# is asserted early in the access
empty. This is because the software reads the FIRod held for the entire access. Therefore, the critical timing
only when the EF# flag is deasserted—but the EP#th is the propagation delay for the FIFO data from the

would not be deasserted until after the FIFO is read.fising edge of the FIFO RCLK until the data is read by the
processor. Table 68 shows the delays for the RMON FIFO

control signals versus the FPGA speed grades.

Table 68. RMON FIFO Control Signal Delays vs. FPGA Speed Grade

Parameter -0 Speed Grade -1 Speed Grade -2 Speed Grade Units
SECx_FIFO_OE# Delay 18 15 14 ns max
SECx_FIFO_RCLK Delay 18 15 14 ns max

Table 69 shows the timing analysis for the RMON FIF€lower device (72225LB50) could be used at processor
read accesses at 33 MHz. The delay calculations used theletk frequencies of 30 MHz or less to further reduce costs.
FPGA speed grade timings and a 72225LB25 FIFO devié¢.30 MHz, the margin would be 14 ns for the 72225LB50.
The analysis did not account for delays due to propagatiate that this analysis only considered the read side of the
of signals on the printed wiring board or higher buBMON FIFO interface. The write interface must also be
capacitance than specified by manufacturers’ datasheetgoAsidered when selecting the FIFO speed.

slower speed device (72225LB35) could be used to reduce

cost, but with a reduced margin (9 ns) at 33 MHz. An even

Table 69. FIFO Read Access Timing Analysis

Parameter Value Units

Optimal Time (two Clock Cycles) 60 ns
Clock Skew 2 ns max
SECx_FIFO_RCLK Delay 15 ns max
FIFO Data Out From RCLK1t Delay 15 ns max
Transceiver Propagation Delay 8 ns max
Processor Input Data Setup Time 6 ns min

Margin 14 ns
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3.12.10 Bus Monitor If the counter reaches a value of 1000, the Bus Monitor
“times out” and asserts READY#, allowing the processor to
The Misc Logic FPGA contains a circuit, the Bus Monitogontinue to the next bus access or read/write access within a
which monitors the processor bus for bus accesses thabogst access. For example, if the processor were performing
device acknowledges. A bus access is acknowledged whefaur-word burst access to an unused memory region, the
a device asserts READY# for each read or write performa&lis Monitor would assert READY# four times (once for
The Bus Monitor starts a counter at the beginning ofeach word accessed). There would also be a delay of 1000
processor data bus access (read or write). The countetyidles between each assertion of READY#. When the Bus
incremented on each clock cycle in which the access is Mynitor asserts READY#, an interrupt is also asserted and
acknowledged. The counter is cleared when an accesghés current value of the address (PROC_A[31:2]),
acknowledged (READY# asserted). The counter is heldBE[3:0]#, W/R#, and BLAST# are saved in a register.
reset when the bus is not being used. In other words, WiBen data is loaded into the Bus Monitor register,
counter is enabled when ADS# is asserted and is disatyeditional READY# assertions by the Bus Monitor will not
when READY# and BLAST# are asserted in the same clagkuse the Bus Monitor register to be loaded until the Bus
cycle (bus access ended). Monitor has been reset. Thus, if multiple bus accesses are

. . . . not acknowledged before the Bus Monitor is reset, the Bus
The processor will wait until READY# is asserted beforgqnitor register will contain the data from the first

continuing. Therefore, if the processor performs a bHﬁacknowIedged bus access.
access to an area of memory that is unused or an area of

memory with a defective device, the processor will “hangrigure 60 shows a block diagram of the Bus Monitor
waiting for a READY# acknowledgment that never occursircuit.

DATAQ ——————————————»
BUS_MON_CFG_EN——————————————»
ADS# ———————————— ]
——————
PROC_READY# 9> BUS_ERR_INT#
CONTROL
BLAST# L B BUS_MONITOR_READY

(to READY# Circuit)

EN

vy

CLK CLK

Y

ADDR[3L:0] —
L ) 38-BIT — ODATAI37:01
BE[3:0]# — = REGISTER (to Output Data Mux)

W/R# ————————————————

Figure 60. Bus Monitor Block Diagram
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The interrupt generated by the Bus Monitor, An example of this is when the PCI9060
BUS_ERR_INT#, is routed to XINT6# of the processor on attempts an access on the PCI bus but no device
the printed wiring board. If the Bus Monitor is used, the responds, resulting in a master abort. The first
software would presumably contain an Interrupt Service such master abort results in the processor bus
Routine (ISR) that reads the Bus Monitor data and displays access being acknowledged by the PCI9060 but
this information (part of a debugger or monitor). The ISR with the Master Abort error flag set. If another
could also display the return address for the interrupt PCI access is made while the Master Abort error
(presumably the source in the code where the error flag is set, the PCI9060 will not acknowledge
occurred). This information could be used in identifying the processor bus access. The Bus Monitor will
misbehaving code (e.g., a bad pointer) or defective devices. not be able to acknowledge the bus access
Note that the defective device is the device that asserts because the PCI9060 is driving the READY#
READY# for an access. For example, if the Bus Monitor line high; therefore, the processor bus will
times out for an access to an RMON FIFO, the defective “hang” unless the watchdog timer has been
device is the Misc Logic FPGA, since it generates enabled.

READY?# for the RMON FIFOs.
Reference the “Master/Target Abort” section on

The Bus Monitor contains a 1-bit register, the Bus Monitor page 15 of PLX Technology's 1995 product
Reset register, that resets the Bus Monitor circuit. This catalog, PCI Bus Interface and Clock Distri-
register must be written with a 1 to place the Bus Monitor bution Chips

into reset and clear the Bus Monitor interrupt. A 0 would
then be written to the register to enable the Bus Monitor. )
Following reset, the Bus Monitor is disabled because a re3et2.11 ADLATCH_OE# Logic

initializes this register to 1. The Bus Monitor will remain . . . L .

disabled until a O is written to the Bus Monitor Resa-the Misc Logic FPGA contains a circuit for generating the

register. If the Bus Monitor is not used, the Bus MonitGutput enable signal for the 80960Jx processor address latch

should be disabled. (ADLATCH_OE#). The address latch output needs to be
disabled under the following conditions:

Sheet 10 of the Misc Logic FPGA Schematic shows the BUS The 80960Jx Processor is disabled (i.e., the

Monitor circuit. 80960Cx/Hx processor is enabled). The 80960Jx
processor is disabled if HXPROC_ONCE# is

NOTE: The Bus Monitor does not properly terminate deasserted.

an access to the PCI bus that is not acknowl-
edged by the PCI9060This occurs because the ~ The processor has granted the bus to another device
PCI9060 drives the READY# line high (until the ~ (PROC_HOLDA asserted).

bus access is to be acknowledged) after it detects . . . .
that an access is being made to the PCIQOGOgghreet 1 of the Misc Logic FPGA Schematic shows the logic

the PCI bus. The possibility exists that some P rﬁDLAItC?E]OE#’tWTCh (;:on5|sts simply of an OR gate
bus accesses will not be acknowledged by theat IS part ot the output pad.

PCI9060 but will cause the PCI9060 to drive the
READY# line high.

112



u
I nu AP-733

3.12.12 JXPROC_ONCE# Logic expired. These conditions indicate a potential deadlock
condition. Asserting the BREQO signal causes the Misc
The Misc Logic FPGA contains a circuit for generating theogic FPGA to assert PROC_BOFF# (connected to BOFF#
ONCE# signal for the 80960Jx processor. The ONCE# the 80960Cx/Hx processor) if all of the following are
signal (On-Circuit Emulation) allows the processor to hgje:
disabled when it is in a circuit permitting an emulator to tze
used. The ONCE# signals are used in the reference design
to enable only one of the two processors. The
HXPROC_ONCE# signal is generated by a jumper that
pulls the signal high or low and is connected to tite The 80960Cx/Hx  processor is  enabled
80960Cx/Hx processor and the Misc Logic FPGA. The (HXPROC_ONCE# signal is deasserted). This
80960Jx processor ONCE# signal, JXPROC_ONCE#, prevents asserting BOFF# when an 80960Jx processor
must not be driven when deasserted because this pinis being used. Since the Misc Logic FPGA asserts the
becomes an output (LOCK) following reset. However, this PLX_HOLDA signal one clock cycle after asserting
pin can be driven low (asserting ONCE#) since the 80960Jx BOFF#, it is important not to assert BOFF# when an
processor will not drive this pin if it is disabled. 80960Jx processor is being used.

The processor is currently performing a bus access.
The BOFF# signal should not be asserted if the
processor is not performing a bus access.

The PCI9060 is requesting the processor’s local bus

The logic for JXPROC_ONCE# is located on Sheet 1 of the (PLX_HOLD is asserted).

Misc Logic FPGA schematic and consists simply of a tri-

statable buffer with the input grounded angt gopry is asserted, the PLX_HOLDA is asserted one
HXPROC_ONCE# connected to the enable (i.e.. @fyck cycle later to indicate to the PCI9060 that it can now
open-drain inverter). access the processor local bus. This is necessary because
. . he processor does not assert its HOLDA when it grants bus
Note: ;-rrc]::esuszis (t)(]; lgzein(s)tgl(l:ei#inslgr]\galbsoa?gov\\:\/sithbg:;rn]eaSterShip as a result of BOFF# being as_serted‘. Once the
always disabled. It is not necessary to Vhave bcm']ocessor ha_ls asserted BOFF#I BOF.F# will continue t_o t_)e
processors installed. The unused processor alssserted until the PLX_HOLD signal is deasserted. This is .
. _— necessary because the PCI9060 deasserts BREQO when it
disabled to prevent the possibility of both processars

being enabled at the same time. IS'granted the local bus.

Sheet 3 of the Misc Logic FPGA Schematic shows the

3.12.13 80960Cx/Hx BOFF# Logic BOFF# logic. Sheet 1 shows the logic for generating the
PLX_HOLDA signal.

The Misc Logic FPGA contains a circuit for generating the

BOFF# (Bus Backoff) signal for the 80960Cx and

80960Hx processors (the 80960Jx processors do not

support BOFF#). This pin can be used to request that the

processor suspend a bus access to allow another bus master

to take control of the bus. When the processor regains

control of the bus, it resumes the bus access that was

suspended.

The Bus Backoff capability is used to resolve a deadlock
condition that occurs when the processor attempts to access
a device on the PCI bus and the same device attempts to
access the processor’s local bus. Seetion 3.3, PCI Bus

and Arbiter, for more information on the deadlock
condition.

The PCI9060 asserts its BREQO output if (a) the processor
is performing an access to the PCI bus, (b) a PCI device is
trying to access the processor local bus and has not been
granted access, and (c) the PCI9060 BREQO timer has
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3.13 Jumper Definitions installed in one of the two possible positions. The positions

) ) ) are defined as 1-2 (installed across pins 1 and 2) or 2-3
The design contains several jumpers that allow the POWisalled across pins 2 and 3). For consistency, all jumpers
up configuration to be defined (e.g., the amount of DRANLye pin 1 oriented towards the front of the PCB and pin 3
connected to the GT-48001) or that define basic cCircyiianted towards the back of the PCB. The LEDs are

operation (e.g., 80960Jx processor or 80960CX/iated on the front of the PCB and the RJ45 ports (J1-J3)
processor enabled). The following is a list of the jumpeLse |ocated on the back.

and a description of the settings. These jumpers are created
using three terminal headers and must have a jumper

Table 70. Reference Design Jumper Definitions

Jumper Description

Enables/Disables the processor circuitry.
1-2 Position: Allows the processor circulitry to be reset normally.

2-3 Position: Places the processor circuitry (including the PCI9060) into a constant reset. In
effect, this position creates an unmanaged hub.

P1

Specifies type of DRAM connected to U5.
P2 1-2 Position: EDO.
2-3 Position: Fast Page Mode.

Specifies amount of DRAM connected to U3, U4, and U5.
P3 1-2 Position: 1 Mbyte.
2-3 Position: 2 Mbyte.

Specifies device number for U3. P8 is the most significant bit and P4 is the least significant
bit. The value of each is determined from the jumper position as follows:

P4-P8 1-2 Position: 1
2-3 Position: 0
Specifies device number for U4. P13 is the most significant bit and P9 is the least
significant bit. The value of each is determined from the jumper position as follows:
P9-P13 1-2 Position: 1
2-3 Position: 0
Specifies device number for U5. P18 is the most significant bit and P14 is the least
significant bit. The value of each is determined from the jumper position as follows:
P14-P18 1-2 Position: 1
2-3 Position: 0
Specifies the LED function for the Activity LEDs associated with U16-U18. The Activity
LEDs are the top LEDs on each of the dual right angle LED assemblies located at the front
of the PCB. These jumpers set the value of the ACT_SEL[1:0] inputs to U16-U18 (the LED
Interface FPGASs). The function of the Activity LED is as follows:
P20 in 1-2 Position, P19 in 1-2 Position (00): The LED indicates when data is being
P19-P20 transmitted or received on the associated port.

P20 in 1-2 Position, P19 in 2-3 Position (01): The LED indicates when data is being
transmitted on the associated port.

P20 in 2-3 Position, P19 in 1-2 Position (10): The LED indicates when data is being
received on the associated port.

P20 in 2-3 Position, P19 in 2-3 Position (11): The LED indicates when collisions are
occurring on the associated port.
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Table 70. Reference Design Jumper Definitions  (Continued)

Determines whether boot block programming for the Flash memory devices is allowed.
P21 1-2 Position: Disabled
2-3 Position: Enabled

Determines which processor socket is enabled.

1-2 Position: Enables 80960Jx processor socket.

2-3 Position: Enables 80960Cx/Hx processor socket.

NOTE: This jumper should only be changed with power removed from the PCB.

P22

Specifies which processor interrupt the LSERR# output of the PCI9060 will drive:

1-2 Position: NMI#

P23 2-3 Position:XINT7#

This jumper can be removed entirely, which results in no interrupt input being driven by the
PCI9060 LSERR# signal.

Specifies source of the PCI9060 BREQ input.

P24 1-2 Position: Processor BSTAT (80960Jx) or BSTALL (80960HXx) signal.

2-3 Position: Processor BREQ signal (80960Hx only).

3.14 Serial Ports 3.14.2 DUART Addressing

. The DUART has two control inputs that select the channel
3.14.1 Overview (A/B#) and the type of data transfer (D/C#). The data

The reference design incorporates an 85C30-8 DUAg‘ﬁnSferS can be data (D/C# = 1) or commands (D/C# = 0).

- ) ese control inputs are connected as address lines on the
(Dual UART) to provide two serial ports. The ports can be. P

d for debua/ it E | UA tlmted wiring board (see Sheet 27 of the Reference Design
used for debug/monitor purposes. For example, one chematic). Because the DUART is an 8-bit device, the

can be used for a monitor (e.g., Intel's MON960) and ﬂI1c()3wer two address lines are PROC_BE[1:0]#. The A/B#
other UART can be connected to a terminal for displayin . - ’ . )
. ) , - . n'tl’put is connected to PROC_BE1# and the D/C# input is
information on the hub’s performance. The original |ntentonnected to PROC BEO#
was to locate the connectors for both UART channels at t%e - '

rear of the board next to the Ethernet RJ-45 connectoffis configuration makes the four addresses used by the
However, due to printed wiring board layout consideratiof ) ART contiguous. The DUART address is fixed (in the
(i.e., width of the board), one of the UART connectors Wigisc Logic FPGA) from 4000 0000 to 4000 OOFF (256
located in the rear of the hub and the other UART conneoy%e region). As a result, there are 64 addresses for each
was located in the front of the hub. DUART register, since address bits 2 to 7 are not included
. . in the address decoding. Table 71 shows the DUART
The RS232 drivers and receivers for each UART AL ocses performed for the “primary” DUART addresses.

prowde_d b;_/ a MAX233 device. These devices con_tam ﬁe table contents could be repeated 64 times to account
of the circuitry to internally generate the 12 V required %r the address aliasing. For example, a Channel B

the dr|vers/rece|yers. A 6-pin modular jack connector ommand access is performed at addresses 4000 0000 + 4n
used for each serial port to save board space (compared to _

(wheren=0,1, 2, ..., 63).
DB-9 connector).

Sheet 27 of the Reference Design Schematic shows the
DUART circuit.
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Table 71. DUART Addresses
Address DUART Transfer Performed
4000 0000 Channel B Command
4000 0001 Channel B Data
4000 0002 Channel A Command
4000 0003 Channel A Data
3.14.3 Cabling

modular jack to a standard DB-9 (or DB-25) serial
connector. A DB-9 connector is used with the intent of

This section describes the cabling requirements for #ennecting it to a standard serial port on a PC. The adapter
serial ports on the reference design. Each serial port has Aot prewired and therefore the pinout could be used for
6-pin modular jack connector on the printed wiring boardither cable assembly. The wiring arrangement shown in
Two types of cable assemblies are available that use riblsggure 62 is used because the “Standard” cable assemblies

cable as shown in Figure 61. The type of cable assemédyld be purchased off-the-shelf, whereas the “Reverse”
depends on the adaptor used to convert from the RJeible assemblies could not.

IDC Modular "Reverse" Cable Assembly

IDC Modular "Standard" Cable Assembly

6 |Blue Blue
5 | Yellow Yellow
4 |Green Green
3 Red Red
2 Black Black |
1 | White White

]

P NWSOOO

| | 3 Y

Modular Jack Pin Assignments

RED

WHITE l YELLOW

0©0©0e©© 6 Wire Modular Cable Color Coding

Lt

GREEN

Figure 61. Modular Jack Serial Port Cabling Information
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D-SUB 9 Female to 6 Wire RJ-11 Adaptor
Reference Design
J4 or J5 IDC Modular “Standard" Cable Assembly
Blue Whi i !
Crs| 6 6 Yellow Blaltt:i 6 6 \gllhlts 2 | R
RTS | 5 5 =\ /AW; 5 5 ac 3 [ ™D
RxD | 4 4 s;zen X X GRed 4 4 | Red 2 | bR
™| 3 3 reen | 3 3 | Sreen 5 | eND
Black / \_/\ Yellow Yellow
GND | 2 2 Whit / \ | 2 2 6 | DSR
1 1 ite Blue 1 1 Blue 7 | rTS
8 | CTS
DB-9
(Female)

Figure 62. Reference Design Serial Port Cabling

3.15 10Base-T Physical Interface

The 10 BASE-T physical interface implemented on the reference design is based on the design recommended by Galilec
Technology, but has been modified slightly. Figure 63 shows the physical interface implemented for each 10BASE-T port
on the reference design. The physical interface circuits are located on Sheets 13 to 24 of the Reference Design Schemati

FL1057

™D RJ-45

v

XMITP PT3668 v LIRxPOS
w——~o>»y

TXEN —) 3| v R 2IRXNEG

== XMITN 2 2 51

— e 3

. 3 ] [ajTxPOS
TXDDEL ) >—17 ST =
5 . |a 5
150PF — 820 6|

— 1 3 s
8]

CGND

T 82 10K 820 RXP
el RCVP
Ls32 NS 51 y 10K
e — HE o
22K 820 RXN ey 10K
TXDDEL *=—— “W\——4
RXDLP l 10K
01 TXEN #——W—"
10K 820 I
POL i

Figure 63. 10BASE-T Physical Interface
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The transmit side of the physical interface is the same as the configure the GT-48001 devices for those ports that
circuit recommended by Galileo Technology. The receive  are to be full-duplex.
side has been modified as follows:

Use of the discrete common mode chokes (U110-
U133) is discretionary, since the FL1057 contains a
common mode choke. The need for the discrete
common mode chokes depends on the amount of
EMI generated.

The center point of the load resistance (NP) 1351
connected to ground, whereas the Galileo circuit
connects this point to VCC/2 using a resistive divider
for each port. This requires offsetting the negative side
of the RxD differential receiver and the positive side of
the RxDLP differential receiver by +200 mV to achievergssover Wiring

the same functionality. The POL signal is also inverted

and used to set the level of the RXDLP differentidlhe RJ45 connector pinout shown in Figure 63 is not the
receiver negative terminal to GND (POL=0) osame as that of an RJ-45 connector on a network interface
+400 mV (POL=1). card (NIC) plugged into a PC. When connecting two
10BASE-T ports together, the transmit wire pair on each
correctly for common mode input voltages of 7 VV connector must be wirgd to the receive pins on the other
and the use of VCC/2 is to allow the receiver connector. Thus, the wires must be “crossed over,” which
threshold to be modified. POL modified the RxDLP &N be accomplished either in the cabling or within the hub.

receiver threshold and the RXD signal modified the
RXD receiver threshold to implement hysteresis.

Note that the 26L32 differential receivers function

In general, the crossover wiring is performed within the hub
to simplify cable management (allowing all cable segments
The “smart squelch” circuit is not implemented on th®® be pin-to-pin, also known as “straight through.” When
reference design. the crossover wiring is performed within the hub, the port
The 5100 pull up resistor for RXDLP is notshould be marked with an “X.” Note that if two hubs are
implemented since the 26LS32 differential reCeivgpnnected together, the crossover must be performed in the

generates TTL compatible outputs. A pull up resistor(fg‘bIe if both hub ports have crossover wiring.
implemented on the RxD signal to ensure the amount of

hysteresis for the RxD differential receiver. 3.16 Power Supplies
NOTES: The reference design requires only a +5V power supply
. . . unless a PCI card is installed in the PCI expansion slot (J6);
1. Eachportis configured as 10BASE-T by pulling thg,e, ' aqditional voltages may be required for the PCI card.
TXD and TXDDEL signals to ground. Therpe reference design circuitry also requires +3.3 V for the
GT-48001 floats TXD and TXDDEL during reselgnggoy processor power supply, and VPP for the Flash
and looks at their value when reset ends to determmgmory programming supply, but these voltages are
the port type. derived from +5 V.
2.

118

Each port is also configured for half-duplex bype 43 3V supply is generated by a 5 V to +3.3 V DC-DC
pulling TXEN low through a resistor. A jumperc,,erter located on the PCB. This circuit, shown on Sheet
could have been used to allow TXEN to be pulled ¥4t he Reference Design Schematic, uses a power supply
+5V (full-duplex) or GND (half-duplex). This was .,nqjler chip, the Maxim MAX767. The circuit is based
not done because a high current condition can eXig{ {he recommended circuit from Maxim. For more
during reset when TXEN is pulled high because ther,mation on the +3.3V power supply design, refer to

output drivers are enabled but the TXD anf%axim’s documentation for the MAX767.
TXDDEL signals are not changing. The transformer

in the FL1057 will thus appear as a short, allowinghe VPP programming voltage for the Flash memory is
up to 50 mA of current to flow through the seriess v when programming is enabled and ground when the
source resistors in the FL1057. Although this shoufffogramming is disabled. VPP is generated using a
not harm the FL1057, it does require the ability to-channel FET switch that is controlled by a signal
supply a higher current during reset (1.2 amps for 2§4pP_EN#) from the Misc Logic FPGA. When VPP_EN#
ports). Therefore, the processor software mustasserted, the FET transistor is on and VPP is connected to
the +5V supply. When VPP_EN# is deasserted, the FET
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transistor is off and VPP is pulled to ground through €21 K3.17 RMON FIFO Interface

resistor. See the Section 3.12, Misc Logic FPGA, for ) )

information on the VPP_EN# signal. The VPP switch the GT-480001 provides an interface that allows packet

located on Sheet 3 of the Reference Design Schematic. address and size information to be acquired using a FIFO. A
dedicated pin on the GT-48001, CHIPSEL#, indicates when

The PCI expansion slot may require +3.3V, -12 V, and/iis asserted that the data words that contain a packet’s size,
+12 V in addition to +5 V, depending on the card install&gpurce address, and destination address are being read from
in the slot. The +3.3 V supply does not supply current to tHe DRAM. These four data words can be captured by
PCI expansion slot because of its limited current capabiliggnnecting a FIFO to the DRAM data lines and enabling the
which is intended only for an 80960Hx processdrlFO to be loaded with the DRAM data read when
Therefore, if these additional voltages are required for te&lIPSEL# is asserted.

PCI expansion slot, they must be supplied from an external . . .

supply. Power is supplied to the board through P25 and poigure 64 shows the signal relationships when fast page

P25 is used only for +5V and P26 is used for the ppde DRAM is used. Contact Galileo Technology for the
+3.3V,-12V, and +12 V supplies. location of the packet parameters (size, source address, and

destination address) within the four words that are read
Refer to Sheet 33 of the Reference Design Schematic idven CHIPSEL# is asserted. With fast page mode DRAM,
pinouts of P25 and P26. the data becomes valid after the CAS# signal is asserted and
remains valid until CAS# is deasserted.

o« Sy iyt

RAS# E
CAS# u
DRAM ADDR :X o X Lo X X fow >< 1o X Lor >< coL )C
CHIPSEL# m
DRAM DATA C A Xo—

! brd

Arrows indicate clock edge which is optimal for loading data into FIFO.

?W

RAS# = RASO# AND'd with RAS1#

Figure 64. FPM Signal Relationships

Figure 65 shows the signal relationships when ExtendedS# pulse to be used, as shown in Figure 65. As a result,
Data Out (EDO) DRAM is used. The timing is similar to thmemory accesses require less time when EDO DRAM is
timing for Fast Page Mode DRAM. EDO DRAM isused.

essentially an enhanced version of Fast Page Mode DRAM.

The difference lies in the fact that the output data is not

tri-stated when CAS# is deasserted. This allows a shorter
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cwpseLs — | [ ] [
DRAM DATA W
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The arrows indicate the clock edges which are possible for loading data into the FIFO.

RAS# = RAS0# AND'd with RAS1#

Figure 65. EDO Signal Relationships

Two types of FIFOs are generally available: asynchrondesr FPM DRAM, CAS# can be connected to WCLK and

and synchronous. An asynchronous FIFO requires oneCotIPSEL# can be connected to WEN#. However, the same

more chip enable signals and a WR# signal. The datasisiot true for EDO DRAM, which cannot use CAS# as the

loaded into the FIFO when the WR# signal is deassertedcléck signal for the FIFO.

synchronous FIFO requires a write clock and a write enable.

Data is written into the FIFO whenever the write enabRecause no inexpensive method was found for generating

signal is asserted and the clock makes a positive transitidie WCLK signal when EDO DRAM was used, the RMON
FIFO interface that was implemented only supports FPM

A synchronous FIFO, the IDT72225LB, is used in thBRAM. Therefore, the GT-48001 needs to be configured

reference design because asynchronous FIFOs are genei@lly-PM DRAM when packet information is being

not available in widths larger than 8 or 9 bits. Synchronoesllected in the FIFO even if EDO DRAM is used for the

FIFOs, on the other hand, are widely available in 18-lpiacket DRAM.

widths, with some 36-bit wide devices available. The

IDT72225LB is a 1Kx18 FIFO that requires that twé\nother consideration for the RMON FIFO interface is the

devices be used to implement a 1Kx32 FIFO. Note that ti@st that CHIPSEL# may be asserted during packet DRAM

bits on each device are unused. An advantage of usingrﬁfgsh CyCleS. Therefore, a circuit is required that inhibits

IDT72225LB is that it is one of a family of (pin compatiblefHIPSEL# when the packet DRAM is being refreshed (the

devices with sizes varying from 256Kx18 to 4kxligefresh cycles are CAS before RAS).

Therefore, if a 1Kx32 FIFO proves to be too small or too ) )

large, another device in the family can be utilized. Alsh'9Ure 66 shows a block diagram of the FIFO interface

there are compatible devices from other manufacturér;%mlememe‘j on the reference design.

(e.g., the Cypress CY7C4225).

The IDT72225LB requires an active low write enable
(WEN#) and a clock (WCLK). Data is loaded into the
IDT72225LB on a rising edge of WCLK when WEN# is
low.
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WE#
DADDR[8:0
DDATA[31:0] DRAM
GT-48001 RAS[LOJ#
CAS#
CHIPSEL#
WDATA|
WCLK PROC DATA BUS
1Kx32
L FIFO
-—
WEN#
PAL16L8 FIFO READ CONTROL
_

Figure 66. Block Diagram of FIFO Interrupt Implemented

A PLD (PAL16L8) is used to implement the circuit that
inhibits FIFO writes during DRAM refresh. The PLD uses
the RAS[1:0]# and CAS# inputs to determine if a refresh
cycle is being performed. If a refresh cycle is detected, the
WEN# signal is forced high (deasserted); otherwise
CHIPSEL# is passed through to the FIFO WEN# input.

The logic for the PLD is shown in Figure 67. This logic
only allows the FIFO WEN# input (GATED_CS#) to be
asserted when one of the RAS# signals (RAS1#, RASO#) is
asserted, CHIPSEL# is asserted, and a DRAM refresh is not
being performed. The PLD used is the Cypress PALC16L8-
25. Its logic was defined in VHDL, then synthesized using
the WARP2 VHDL compiler from Cypress.

Sheets 10, 11, and 12 of the Reference Design Schematic
show the RMON FIFO interfaces.
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CASH B———¢

RAS1# ®

RASO# ®

REFRESH

8 REFRESH#

’:"}—- GATED_Cs#

CHIPSEL#®

Figure 67. RMON FIFO PLD Logic

The following is the VHDL implementation of the logic for the RMON FIFO PLD:

use work.IOPKG.all;

use work.GATESPKG.all;
use work.CYPRESS.all;
use work.RTLPKG.all;

entity GATED_CS is

port (
nCAS - IN bit;
nRASO - IN bit;
nRAS1 - IN bit;

NCHIPSEL : IN bit;
REFRESH : INOUT bit;
NGATED_CS : OUT bit
);

attribute order_code of GATED_CS:entity is "PALC16L8-25PC";
attribute part_name of GATED_CS:entity is "C16L8";
end GATED_CS;

architecture archGATED_CS of GATED_CS is

signal CAS  : bit;
signal RAS  : bit;
signal CHIPSEL : bit;
signal nS : bit;
signal nR : bit;
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signal nREFRESH : bit;
begin
inv_1: INV
port map (
A =>nCAS,
QN => CAS
)i
inv_2: INV
port map (
A =>nCHIPSEL,
QN => CHIPSEL
)i
nand3_1: NAND3
port map (
A =>CAS,
B =>nRASO,
C =>nRAS1,
QN =>nS
)i
nand3_2: NAND3
port map (
A =>nCAS,
B =>nRASO,
C =>nRAS1,
QN =>nR
)i
nand2_1: NAND2
port map (
A =>nRASO,
B =>nRAS1,
QN => RAS
)
nand2_2: NAND2
port map (
A =>nS,
B =>nREFRESH,
QN => REFRESH
)i
nand2_3: NAND2
port map (
A => REFRESH,
B =>nR,
QN => nREFRESH

AP-733
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);
nand3_3: NAND3

port map (
A =>nREFRESH,
B =>RAS,
C => CHIPSEL,

QN => nGATED_CS
);
end archGATED_CS;

Another approach to reading data from the FIFO is to read the FIFO contents via the PCI bus. Galileo Technology
implemented a circuit that allows the FIFO to be mapped into the packet DRAM memory space on their GT-48001

evaluation board. The concept is shown in Figure 68. The main disadvantage of this approach is that the amount of DRAM
is limited to 1 Mbyte. For more details on this circuit, contact Galileo Technology.

WE#

DADDRI8:0]

DDATA[31:0] DRAM

GT- RAS[1:0]#

CAS#

CHIPSEL#

WDATA

WCLK

1Kx3
FIFO

PLD FIFO CONTROL

Figure 68. Reading FIFO Contents Using PCI Bus
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3.18 PCB Layout Considerations

3.18.1 Board Dimensions and Component Placement

Figure 69 shows the dimensions of the reference design printed circuit board (PCB). All dimensions are in inches and are
nominal.

2.500

6.750

- 13.100 |

- 14.600

15.850

Figure 69. PCB Dimensions

Figure 70 shows the locations of components that are fixed for compatibility with the enclosure. All dimensions are in
inches and are nominal. The irregular board shape (i.e., not rectangular) is a result of the desire to put the board into ar

enclosure for demonstration purposes.
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Figure 70. Required Component Locations

Figure 71 shows how the PCB, a +5 V power supply, an A2 power supply was mounted on 1/4” standoffs. The

inlet, and an AC switch are installed in an enclosure. Thewer supply, model LPS42 from Astec, was chosen

enclosure used is a 19-inch rack-mountable case frbetause of its low height, which was necessary because the

Lansing Instrument Corporation (Ithaca, NY). Thenclosure height is 1.72” (with 1.50” height inside the

enclosure, model P1F14-0B1B, was customized by Lansiemwglosure).

to include cutouts in the front and rear panels for the LEDs,

AC inlet, AC switch, and J1-J5. Lansing also silkscreen&égure 71 also shows a potential component layout based on

lettering on the front and rear panels for LED and connectB expected routing of address and data buses between

identification. The PCB was mounted on 3/8” standoffs ag@Mmponents. Figures 72 through 76 show the locations of
these buses on the potential layout.
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3.18.2 PCB Layers

The PCB is a 6-layer board with 2 layers serving as power
planes, as shown in Figure 77. The two power planes are
partitioned as shown in Figures 78 and 79. The reason for
providing CGND on each of these layers is to provide
shielding for the signals routed from the quad 10BASE-T
filters to the RJ-45 connectors. In general, these signals are
routed on internal layers (C, D) with no other signal routing
allowed in the region enclosed by the CGND planes. The
layer E plane was also partitioned to provide a low
resistance path for the 80960Cx/Hx power supply.
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Figure 78. Layer B Partitioning
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Additional Layout Notes U57-8 to U3-91

U58-8 to U4-91
1. The mounting hole between U136 and U137 should  y59-8 to U5-91

provide an electrical connection from the CGND
plane to the case when a conductive spacer is use8. The following signals should be routed such that they
are within £0.1 inches of the same length.

2. The mounting hole in the center of the board should
provide an electrical connection from the GND plane PCI_CLK1
to the case when a conductive spacer is used. PCI_CLK2

PCI_CLK3
3. J1,J2, and J3 have three case pins, of which at least pc| cLK4

one (preferably the one in the center) should connect  pc| cLK5
to Case Ground (CGND). Note that there is a 20 mil -
gap allowed between J1/J2 and between J2/J3 to The trace length for PCI_CLK®6 signals should be

allow for component tolerances. 2.5+0.1 inches shorter than the nominal length of
) ) ) the above signals to account for the clock trace
4. The following signals (80 MHz clock signals) should length on the PCI expansion board. These signals

be routed with as short a trace as possible (reference  griginate in U12 (see Sheet 3 of the Reference

Sheets 4, 5, and 6 of the Reference Design pesign Schematic) and are routed throughQ22

Schematic): series terminating resistors to a single destination.
The length of a net includes the distance from U12 to
the series terminating resistor.
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directly to the pads of R949. Note that these signals
serve as sense leads and would provide an inaccurate
reading if not connected directly to R949.

6. The following signals should be routed such that 22Q series terminating resistors to a single desti-
they are within 0.1 inches of the same length. nation. The length of a net includes the distance from
U11 to the series terminating resistor.
PROC_CLK1
PROC_CLK2 7. The traces between the components listed in the
PROC_CLK3 following table and their associated Q2 series
PROC_CLK4 terminating resistors should be as short as practical.
PROC_CLK5
These signals originate in U1l (see Sheet 2 of the
Reference Design Schematic) and are routed through
Component Associated Resistors Schematic Sheet
u13 R300-R302 2
U1l R303-R307 2
u12 R310-R315 3
u3 R316-R328 4
u4 R329-R341 5
us R342-R354 6
u20 R355-R357 29
u19 R358-R377 29
8. The following signals are routed on wider traces fd. The traces between U134-U139 and U110-U133 and
reduce the path resistance: the traces between U110-U133 and J1-J3 are located
) on the inside routing layers (C and D) except as
+VPP (100 mil) necessary to connect to resistors.
PCI +3.3 V (200 mil)
PCI -12 V (50 mil) 11.  Figure 80 shows signals in the +3.3 V supply that are
PCI +12 V (50 mil) high current traces (wide lines) and should be routed
with wider traces. Since these traces should be short,
9. The traces from U53 to R303 should be routed  they can be routed with 50 mil traces. The trace

which connects U141 to R949/C449 should be a
minimum of 200 mil wide. Note that the traces can
be reduced in width when connecting to a
component.
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Figure 80. High Current Paths in 3.3 V Supply
3.18.3 Device Pin Numbering was used. The ZIF socket was modified by removing pins to

provide a footprint for a 132-pin PGA. Figure 81 shows
The reference design printed wiring board allows ZIF (Zerew the 15x15 ZIF socket was modified to provide a
Insertion Force) sockets to be installed for the processdadtprint for a 132-pin PGA and the pinout that was used.
which allows the processors to be easily replaced fabte that from a layout standpoint, the circuit board is
evaluation purposes. The choice of PGA packages for Hsigned for a 132-pin PGA package. The only effect of the
processors was also made with this idea in mind, sincezh socket was to require a reserved area for installing the
speed grades of the 80960Jx, 80960Cx, and 80960b¢ket.
processor families are available in PGA packages.

The 80960Jx processor PGA package is a 132-pin PGA
package (14x14 pin matrix with the inside of the matrix

missing). It was not possible to purchase a 14x14 ZIF
socket off-the-shelf; therefore, a 225-pin PGA ZIF socket
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Figure 81. 80960Jx Processor ZIF Socket Pin Numbering
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Figure 82 shows the pinout for the 168 pin 17x17 ZIF socket used for the 80960Cx/Hx processor. This socket was a
standard product which could be purchased off the shelf. The pinout is shown here for clarity.
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O00000000000O0O0
0000000000000 00
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View from top (pins facing down).

Figure 82. 80960Cx/Hx Processor ZIF Socket Pin Numbering

Figures 83 through 86 show pin numbering for components that are not standard to clarify pin locations in relation to the
schematic.

Top view of part (i.e. pins facing down).

Figure 83. Post RJ45 Pin Numbering (J1, J2, and J3)
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View from top of component (pins facing down).

Figure 84. FL1057 Pin Numbering (U134-U139)
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View from top of component (pins facing down).

Figure 85. SIMM Socket (J7, J8) Pin Numbering

Top view of part (i.e. pins facing

Figure 86. Dual LED (CR68-CR91) Pin Numbering
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3.19 Enhancements/Cost Reduction device (i.e., a file server). The high speed port can be added
) ) ) ) ) to either the PCI bus or the processor’s local bus. Many
Thls_ section will describe possible changes to the referermﬁ)n speed LAN ICs now incorporate a PCI bus because it
design to add features or reduce costs. simplifies the design of a PCI card based on the device.
Figure 87 shows a block diagram of the reference design
3.19.1 High Speed Port, 80960RP with a 100 Mbps Ethernet port connected to the PCI bus.
The number of 10 Mbps ports was reduced to 16 based on
A switching hub often incorporates the ability to install §¢ assumption that high speed port would utilize the board
high speed LAN interface such as ATM or Fast Ethernéf€a occupied by the circuitry for eight 10 Mbps ports. The
The high speed port could be connected to a server diata transmitted or received via the high speed port must be
corporate backbone to prevent a bottleneck in the networRipcessed by the 80960 processor, since the high speed port

many of the 10 Mbps ports are communicating with a sing?@hd the GT-48001 devices cannot communicate with each
other.

80960 Local Bus
80960 K=
Processor
100 MBit 100 MBit
Fast Ethemet “ Fast Ethernet
Memory K—=> Interface Physical Interface
Controller
80960 to
=) PCIBridge  |¢==
(PCI9060)
PCI Bus =)
DRAM
=) Arbiter 8 Port G| 10BASET Physical
Switching Interfaces
Circuit
FLASH 8 Port
= i [ 1052 s
Circuit
Dual Serial ﬁ
Ports Pl
Clock
Distribution
o =D

Figure 87. Reference Design with 100 Mbps Ethernet Port

The 80960RP processor can be a very cost effecto@nnected to one bus by itself and will not interfere (i.e.,

solution in the reference design since it integratesdalay) bus transactions on the GT-48001 PCI bus. Even
significant number of the functions shown in Figure 88. Tlleough the 80960RP has a PCI bridge, the bridge is
80960RP contains an 80960Jx core, a PCI bridge, PCI kssentially used as two separate PCl interfaces.

arbiter and a memory controller. Thus, the reference design

can be simplified while reducing costs by using dNOte: The 80960RP was not used in the switched ethernet
80960RP. Figure 88 shows the reference design with an reference design because it was not available when
80960RP replacing the functions it incorporates. Note that  the design was started.

since the 80960RP has two PCI buses, the high speed port is
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Memory 9 Interface Physical Interface
Controller “
‘ PCI
DRAM ﬁ 8 Port -
«» 80960 to Switching “ IOBA|S[E-: Physical
PCI Bridge Circuit nterfaces
FLASH =)
PCI Bus aiuz E?ng G| 10BASET Physial
Arbiter Circuit Interfaces
Dual Serial
Ports ﬁ PCI
Clock
Distribution

Figure 88. Reference Design With High Speed Port Utilizing an 80960RP

3.19.2 Galileo GT-32090 Jx System The GT-32090 has a three-channel DMA controller that

Controller Chip supports chaining via linked lists of descriptors. The DMA
controller can move data between devices and DRAM on

The DRAM Controller FPGA and some functions in ththe CPU bus or between the CPU bus and devices on the

Misc Logic FPGA can be replaced by the GT-32090 syste&3tO bus.

controller from Galileo Technology. The GT-32090 is a

highly integrated system controller for embedded contrbh€ SIO bus is an 80186-like bus that interfaces to a large

applications. The GT-32090 controls two separate av@iety of support components, such as UARTs, SCSI

independent buses, the CPU’s 32-hit wide address/data 6@8trollers, and other low-cost devices. The GT-32090

and a 16-bit I/O bus (named simple 1/O bus or SIO bug)pludes a direct interface to two 16-bhit PCMCIA slots.

The two buses can work concurrently and at different

frequencies.

The GT-32090 has a direct interface to the 80960Jx family
of processors. It has the capability to support various device
types through programmable address decoding and timing.
It controls device types such as ROM, Flash, and SRAM

with different size and timing requirements. The GT-32090

includes a DRAM controller that supports both fast page

mode and EDO DRAM types.
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3.19.3 Other Cost Reductions 3.19.4 Performance Improvements

Other possible cost reductions that could be implementBoe performance of the processor can be improved for
are listed below: certain configurations by tailoring the device wait state

Eliminate the EPROM and serial EEROM devices arPJOﬁIeS for a specific configuration. This allows logic that

use the boot block Flash memory devices to store ﬁ]]%s been added to allow flexibility to be removed from
boot code and parameters either the Misc Logic or DRAM Controller FPGA. For

example, if processor DRAM is installed directly on the

Attach the processor DRAM directly to the printe@CB, the number of DRAM banks (and depth) that need to
circuit board, eliminating the SIMM sockets. be supported are known, allowing that logic to be
Eliminate LEDs and jumpers that have been incorpgliminated. This should improve timing within the FPGA,

rated to aid in debugging or are primarily evaluatid®@ssibly allowing the number of required wait states to be
oriented. For example, the PCI connector could kduced.

eliminated.

Operate the PCI bus and the processor at the same
clock frequencies. This would eliminate at least one
clock oscillator and potentially eliminate the clock
synthesizer.
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Table 72. Parts List (Sheet 1 of 3)
ltem | Qty Reference Description Mfg. Part Number  Mpanufacturer Notes
1 1 Ul 32-Bit Microprocessor 80960Jx Intel
2 1 u2 32-Bit Microprocessor 80960Cx/Hx Intel
Switched Ethernet Galileo
3 3 Us-Us Controller GT-48001 Technology
4 4 U6-U9 256Kx16 Flash E28F400CVT80 Intel
PLX
5 1 u10 80960 to PCI Interface PCI9060 Technology
Texas
6 2 uUl11,U12 Low-Skew Clock Buffer CDC340DW Instruments
7 1 u13 Frequency Generator AV9155A-23 ICS
8 1 ul4 Reset Circuit MAX707CPA Maxim
FPGA Programmed as : .
9 1 u15 PC| Bus Arbiter QL8x12B-0PL68C Quicklogic
FPGA Programmed as ; :
10 3 uUl6-U18 LED Interface QL8x12B-XPL68C Quicklogic
FPGA Programmed as : :
1 1 u19 DRAM Controller QL12x16B-2PL84C Quicklogic
FPGA Programmed as ] :
12 1 u20 Misc Logic QL12x16B-1PL84C Quicklogic
13 12 U21-U32 256Kx32 EDO DRAM MT4C16270DJ-6 Micron
14 u33 128Kx8 EPROM AM27C010-150 AMD
15 4 U34-U37 Octal Bus Transceiver MC74ACT245DW Motorola
Texas
16 4 uU38-u41 Octal Latch SN74ABT573DW Instruments
17 3 u42-uU44 Octal Latch MC74ACT573DW Motorola
18 4 U45-U48 Octal Register MC74ACT574DW Motorola
19 u49 Dual UART AMB85C30-8J AMD
Dual RS-232 Trans- :
20 2 U50,U51 mitter/Receiver MAX233CPP Maxim
21 1 us2 64x16 Serial EEPROM 93C46/SN Microchip
5V to 3.3V Power :
22 1 us3 Supply Controller MAX767CAP Maxim
Logic Level P-Channel International
23 |1 us4 MOSFET IRF7202 Rectifier
Dual N-Channel Power International
24 |1 uss MOSFET IRF7101 Rectifier
25 1 uU56 Oscillator, 33 MHz F6233-33.000 Fox
26 3 U57-U59 Oscillator, 80 MHz F6233-80.000 Fox
27 3 U60-U62 PAL PALC16L8-25PC Cypress
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Table 72. Parts List (Sheet 2 of 3)

Item | Qty Reference Description Mfg. Part Number  Mpnufacturer Notes
28 6 U63-U68 1Kx18 FIFO IDT72225LB25J IDT
29 | 12 U69-U80 RS-422 Differential AM26L.S325C AMD
30 25 U81-U105 Quad XOR Gate MC74AC86D Motorola
31 4 U106-U109 Hex Inverter MC74AC04D Motorola
32 24 U110-U133 Common Mode Choke PT3868 Valor
33 6 U134-U139 10BASE-T Filter Module FL1057-002 Valor
34 2 U140,U141 4 Position Shunt TS04 Augat 1
35 208 C1-C208 Capacitor, 0.1 uF C1206C104K5RAC Kemet
36 42 C300-C341 Capacitor, 22 UF, 20 V T491D226M020AS Kemet
37 1 C448 Capacitor, 0.01 UF C1206C103K5RAC Kemet
38 1 C449 Capacitor, 220 UF, 6.3V | 595D227X06R3D2T Sprague
39 48 C450-C497 Capacitor, 150 pF C1206C151K5RAC Kemet
40 3 CR1-CR3 LED, Red, Top View 550-1104 Dialight
41 56 CR4-CR56 LED, Green, Top View 550-1304 Dialight
42 3 CR60-CR62 LED, Red, Right Angle 550-1106 Dialight
43 | 24 | cres-cro1 | 'ED. D“aA'r%rlge”’ Right 552-0922 Dialight
44 200 R1-R200 Resistor, 10 KQ, 5% CRCW1206-103J Dale
45 1 R299 Resistor, 100 Q, 5% CRCW1206-101J Dale
46 78 R300-R377 Resistor, 22 Q, 5% CRCW1206-220J Dale
47 13 R400-R508 Resistor, 1.0 KQ, 5% CRCW1206-102J Dale
48 121 R600-R720 Resistor, 820 Q, 5% CRCW1206-821J Dale
49 24 R750-R773 Resistor, 22 KQ, 5% CRCW1206-223J Dale
50 25 R800-R824 Resistor, 2.7 KQ, 5% CRCW1206-272J Dale
51 3 R946-R948 Resistor, 0 Q, 5% CRCW1206-000J Dale
52 1 R949 Resistor, 25 mQ LR2010-01-R025 IRC
53 48 R950-R997 Resistor, 5.1 Q CRCW1206-050J Dale 2
54 1 FB1 Ferrite Bead 2743021446 Fair Rite
55 3 J1-33 8 Port RJ45 Module 557573-1 AMP
56 2 J4, 35 Modular Jack 555165-1 AMP
57 1 J6 PCI Connector 646255-1 AMP
58 2 J7, 38 Socket, 72 Pin SIMM 822134-3 AMP
59 1 L1 6.8 uH DT3316P-682 Coilcraft
60 24 P1-P24 1x3 Header 103327-3 AMP
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Table 72. Parts List (Sheet 3 of 3)
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Item | Qty Reference Description Mfg. Part Number  Mpanufacturer Notes
61 1 P25 Input Power Connector 26-48-1065 Molex
PCI Input Power
62 1 P26 Connector 26-48-1085 Molex
63 1 Swi 8 Position DIP Switch GDHO08S Augat
64 1 Sw2 Pushbutton Switch FSM4JSMA Augat
65 12 TP1-TP6 Test Point 5002 Keystone
66 2 VR1-VR2 Schottky Diode PRLL5817 Phillips
Fox
67 1 Y1 Crystal, 14.318 MHz FOXS/143-20 Electronics
NOTES:

1. Only one of the shunts can be installed. When a 80960Cx processor is installed in U112, U130
should be installed. When an 80960HXx processor is installed, U131 should be installed. If no proces-
sor is installed in U112, either shunt may be installed.

2. These resistors are not installed.

145







intal

Numerics
10BASE-2 Ethernet 5
10BASE-5 Ethernet 5
10BASE-T Ethernet 6
physical interface 117-118, 132
80960RP Processor 140

A
ADLATCH_OE# Logic Circuit 112
Asynchronous FIFOs 120

B
Bit Definitions
DRAM Controller FPGA
Configuration Register 41
input register 35
LED data frame 23-24
Misc Logic FPGA 81
output register 35-36
Block Diagrams
8 Port Switch 11
Bus Monitor 111
DRAM Controller 45
DRAM Controller FPGA 39
FIFO Interrupt 121
Generic LED Interface 22
LED Interface Clock/Reset Routing 29
LED Interface Example 1 25
LED Interface Example 2 26
Misc Logic FPGA 79
RAS Signal Connections to Processor
DRAM SIMM Sockets 57
Reference Design 10
Reference Design with 100 Mbps
Ethernet Port 140
VPP Enable circuit 77
Watchdog Timer Circuit 75
Board Dimensions 125
BOFF# Logic for 80960Cx/Hx 113
Boot Block Devices 98
Bus Monitor
data 80
register 111
Reset register 112
Bus Parking 13

AP-733

C
Cabling 116
CAS Generation (DRAM) 62
Clock Synthesis and Distribution 17-19
Component Locations 126-132
Configuration Register 90, 93
Control Signals

Dual UART (DUART) 89

EPROM 93

Flash 98

1/0 Port 87

RMON FIFO 108
Crossover Wiring 118

D

Deadlock 15

DRAM Controller
addresses 54-55, 59-62
CAS generation 62
RAS generation 56
RAS precharge time 48-49
ready generation 46
refresh 46-48
reset signal 46
SIMM configurations 59-67
state change conditions 44
timing diagrams 49-54
timing parameters 62—66
WE# logic 49

DRAM Controller FPGA
Configuration Register bit definitions 41
interface 68
overview 37
read registers 40
signals 38
timing analysis 73-74
write registers 40

DUART
addressing 115
control signals 89
timing analysis 91-93



AP-733

E
EPROM
control signals 93
timing analysis 95-97
Ethernet
10BASE-2 5
10BASE-55
10BASE-T 6
background 5
full duplex 9
Expansion Connector 16

F
Features of Reference Design 9
FIFO
asynchronous 120
reading via PCI bus 124
synchronous 120
Flash
Control Signals 98
memory map 99
timing analysis 104-107
FPGA Interface 84
Full-Duplex Ethernet 9

G
GT-32090 Controller Chip 141
GT-48001 DRAM BUS Components 131

H
High Speed Port 140
Hubs 7, managed vs. unmanaged 9

I
I/O Port Control Signals 87
I/O Registers 34
Initialization Boot Record (IBR) 98—100
Input Port 87
Interrupt Sources 30
I0_CLK

generating 87

timing analysis 88
I0_OE# Signal

timing analysis 89

J
Jumpers 114
JXPROC_ONCE# Logic 113

2

intal

L
LAN Port LED Status Bits 21
LED
interface 20
pin numbering 139
LED Data Frame Bit Definition 23-24

M

Memory Map 31

Misc Logic FPGA
Configuration Register 81
overview 77
read registers 80
signals 78
timing analysis 84-86
write registers 80

0]
On Circuit Emulation 113
Output Port 87

P
PCB
dimensions 125
layers 132-134
PCI Arbiter 11-16
priority 13
timing 16
PCl Bus 11
components 128
interconnect 12
using to read FIFO contents 124
PCI Expansion Connector 16
Pin Numbering 136-139
PLD logic 121-124
PMCON Register 102
Port Status LED Modes 21
Power Supplies 118
Processor Bus Configuration 32
Processor Data Bus Components 129
Processor Slow Data Bus Components 130
Pull-Up Resistors 12

R
RAS Generation (DRAM) 56
Reference Design

features 9



intal

overview 9

Registers
Bus Monitor 111
Bus Monitor Reset 112
Configuration Register 90, 93
DRAM Controller FPGA 40
I/0 34
Misc Logic FPGA 80-82
PMCON 102

Reset Circuit 37

RMON FIFO
control signals 108
interface 119
PLD Logic 122
timing analysis 110

ROM Swapping 32

RP Processor 140-141

S

Serial Ports
cabling 116
DUART addressing 115
overview 115

SIMM Socket Pin Numbering 139
Slow Data Bus
read timing 83
timing analysis 83
Slow Data Bus Transceiver 82—83
State Diagrams
DRAM Controller 44
FPGA Access Controller 68
PCI Arbiter 14

State Machine Block (DRAM Controller)

inputs 46

outputs 45
Switched Ethernet background 5
Switching Hubs 7
Synchronous FIFOs 120

T
Timing Analysis

DRAM Controller FPGA 73-74

DUART 91-93

EPROM 95-97

Flash 104-107

I0_CLK 88

IO_OE# 89

AP-733

Misc Logic FPGA 84-85
RMON FIFO 110
Slow Data Bus 83

U
UART (Dual) 89-90

Vv
VPP Enable Circuit 76

w
Watchdog Timer Circuit 37, 7677

z
ZIF Socket
pin numbering for the
80960 Cx/Hx processor 138
pin numbering for the
80960Jx processor 137



	Switched Ethernet Reference Design Description
	Copyright Page
	CONTENTS
	1.0 Introduction
	1.1 Purpose
	1.2 Reference Information
	1.2.1 Intel Documentation
	1.2.2 Appendices
	1.2.3 Software
	1.2.4 Availability of Reference Hubs

	1.3 Important Information Regarding the Reference ...
	1.3.1 Modifications to the Physical Interface
	1.3.2 Performance Testing
	1.3.3 Compliance Testing
	1.3.4 Before Starting a Design
	1.3.5 Miscellaneous Notes and Questions

	1.4 Notational Conventions and Abbreviations

	2.0 Switched Ethernet Background
	2.1 10BASE-T Ethernet
	2.2 Switching Hubs
	2.3 Full-Duplex Ethernet
	2.4 Managed and Unmanaged Hubs

	3.0 Design Information
	3.1 Features
	3.2 Reference Design Overview
	3.3 PCI Bus and Arbiter
	3.4 Clock Synthesis and Distribution
	3.5 LED Interface
	3.6 Interrupt Sources
	3.7 Memory Map
	3.8 Processor Bus Configuration
	3.9 I/O
	3.10 Reset
	3.11 DRAM Controller FPGA
	3.11.1 Overview
	3.11.2 Registers
	3.11.3 DRAM Controller Design
	3.11.4 FPGA Interface Design
	3.11.5 Watchdog Timer Design
	3.11.6 VPP Enable Design

	3.12 Misc Logic FPGA
	3.12.1 Overview
	3.12.2 Registers
	3.12.3 Slow Data Bus Transceiver Control Signals
	3.12.4 FPGA Interface Design
	3.12.5 I/O Port Control Signals
	3.12.6 Dual UART (DUART) Control Signals
	3.12.7 EPROM Control Signals
	3.12.8 Flash Control Signals
	3.12.9 RMON FIFO Control Signals
	3.12.10 Bus Monitor
	3.12.11 ADLATCH_OE# Logic
	3.12.12 JXPROC_ONCE# Logic
	3.12.13 80960Cx/Hx BOFF# Logic

	3.13 Jumper Definitions
	3.14 Serial Ports
	3.14.1 Overview
	3.14.2 DUART Addressing
	3.14.3 Cabling

	3.15 10Base-T Physical Interface
	3.16 Power Supplies
	3.17 RMON FIFO Interface
	3.18 PCB Layout Considerations
	3.18.1 Board Dimensions and Component Placement
	3.18.2 PCB Layers
	3.18.3 Device Pin Numbering

	3.19 Enhancements/Cost Reduction
	3.19.1 High Speed Port, 80960RP
	3.19.2 Galileo GT�32090 Jx System Controller Chip
	3.19.3 Other Cost Reductions
	3.19.4 Performance Improvements



	FIGURES
	Figure 1. 10BASE-5 Implementation
	Figure 2. 10BASE-2 Implementation
	Figure 3. 10BASE-T Implementation
	Figure 4. Reference Design Block Diagram
	Figure 5. “8 Port Switch” Block Diagram
	Figure 6. PCI Bus Interconnect
	Figure 7. PCI Arbiter State Diagram 1
	Figure 8. PCI Clock Distribution
	Figure 9. Processor Clock Distribution
	Figure 10. LED Interface Signal Relationships
	Figure 11. Generic LED Interface Block Diagram
	Figure 12. LED Interface Example 1 Block Diagram
	Figure 13. LED Interface Example 2 Block Diagram
	Figure 14. LED Interface Example 3 Block Diagram
	Figure 15. LED Interface Clock/Reset Routing
	Figure 16. LED Circuit
	Figure 17. Interrupt Sources
	Figure 18. Processor Address and Data Bus Connecti...
	Figure 19. DRAM Controller FPGA Signals
	Figure 20. DRAM Controller FPGA Block Diagram
	Figure 21. DRAM Controller State Diagram
	Figure 22. DRAM Controller Block Diagram
	Figure 23. DRAM Refresh Timing
	Figure 24. Fast Page Mode Read With 2,1,1,1 Wait S...
	Figure 25. Fast Page Mode Read With 3,2,2,2 Wait S...
	Figure 26. EDO Read With 1,0,0,0 Wait State Profil...
	Figure 27. EDO Read With 2,1,1,1 Wait State Profil...
	Figure 28. DRAM Write With 2,1,1,1 Wait State Prof...
	Figure 29. RAS Signal Connections to Processor DRA...
	Figure 30. Processor Addresses for 256Kx32 SIMMs
	Figure 31. Processor Addresses for 512Kx32 SIMMs
	Figure 32. Processor Addresses for 1Mx32 SIMMs
	Figure 33. Processor Addresses for 2Mx32 SIMMs
	Figure 34. Processor Addresses for 4Mx32 SIMMs
	Figure 35. Processor Addresses for 8Mx32 SIMMs
	Figure 36. State Diagram for FPGA Access Controlle...
	Figure 37. FPGA Single Byte Read
	Figure 38. FPGA 4 Byte Burst Read
	Figure 39. FPGA Single Byte Write
	Figure 40. FPGA 4 Byte Burst Write
	Figure 41. Watchdog Timer Circuit Block Diagram
	Figure 42. VPP Enable Circuit Block Diagram
	Figure 43. Misc Logic FPGA Signals
	Figure 44. Misc Logic FPGA Block Diagram
	Figure 45. Slow Data Bus Read Timing Diagram
	Figure 46. Output Port Write Timing Diagram
	Figure 47. Input Port Read Timing Diagram
	Figure 48. DUART Read Timing Example (Seven Wait S...
	Figure 49. DUART Write Timing Example (Seven Wait ...
	Figure 50. EPROM Signal Timing for Single Read (6,...
	Figure 51. EPROM Signal Timing for Burst Read (3,3...
	Figure 52. Flash Memory Map Using 256Kx16 Devices
	Figure 53. Alternate Flash Memory Map For One Flas...
	Figure 54. Flash Burst Read Timing for 3,3,3,3 Wai...
	Figure 55. Flash Burst Read Timing Example With Ex...
	Figure 56. Flash Burst Write Timing for 2,2,2,2 Wa...
	Figure 57. Flash Burst Write Timing for 3,3,3,3 Wa...
	Figure 58. Signal Timing for Single FIFO Read
	Figure 59. Signal Timing for Burst FIFO Read
	Figure 60. Bus Monitor Block Diagram
	Figure 61. Modular Jack Serial Port Cabling Inform...
	Figure 62. Reference Design Serial Port Cabling
	Figure 63. 10BASE-T Physical Interface
	Figure 64. FPM Signal Relationships
	Figure 65. EDO Signal Relationships
	Figure 66. Block Diagram of FIFO Interrupt Impleme...
	Figure 67. RMON FIFO PLD Logic
	Figure 68. Reading FIFO Contents Using PCI Bus
	Figure 69. PCB Dimensions
	Figure 70. Required Component Locations
	Figure 71. Locations of Components in Case
	Figure 72. PCI Bus Routing
	Figure 73. Processor Data Bus Routing
	Figure 74. Processor Slow Data Bus Routing
	Figure 75. GT-48001 DRAM BUS Routing
	Figure 76. 10BASE-T Physical Interface Routing
	Figure 77. PCB Layers
	Figure 78. Layer B Partitioning
	Figure 79. Layer E Partitioning
	Figure 80. High Current Paths in 3.3�V Supply
	Figure 81. 80960Jx Processor ZIF Socket Pin Number...
	Figure 82. 80960Cx/Hx Processor ZIF Socket Pin Num...
	Figure 83. Post RJ45 Pin Numbering (J1, J2, and J3...
	Figure 84. FL1057 Pin Numbering (U134-U139)
	Figure 85. SIMM Socket (J7, J8) Pin Numbering
	Figure 86. Dual LED (CR68-CR91) Pin Numbering
	Figure 87. Reference Design with 100�Mbps Ethernet...
	Figure 88. Reference Design With High Speed Port U...

	TABLES
	Table 1. Device Request Priority
	Table 2. Processor Frequency Programming
	Table 3. LAN Port LED Status Bits
	Table 4. Port Status LED Modes
	Table 5. LED Data Frame Bit Definition (Continued)...
	Table 6. “Activity” LED Status Displayed
	Table 7. LED Interface Test Signals
	Table 8. Interrupt Sources
	Table 9. Memory Map
	Table 10. Memory Map When ROM Swapping Enabled
	Table 11. DRAM Controller FPGA Write Registers
	Table 12. DRAM Controller FPGA Read Registers
	Table 13. DRAM Controller FPGA Configuration Regis...
	Table 14. Example of Clock Cycles Required for Rea...
	Table 15. Equations for Table 14
	Table 16. TRAS Values for Refresh Cycles
	Table 17. Recommended CFG9 Programming for Common ...
	Table 18. Possible TRP Values
	Table 19. Minimum RAS Precharge Time Values for Co...
	Table 20. Recommended CFG8 Programming for Common ...
	Table 21. DRAM Address Sources
	Table 22. Possible DRAM SIMM Configurations
	Table 23. Address Bits Used in RAS Generation
	Table 24. Address Propagation Delay Analysis
	Table 25. ADS# Propagation Delay Analysis
	Table 26. TRAH Values versus Processor Clock Frequ...
	Table 27. TASC Values versus Processor Clock Frequ...
	Table 28. TCAH Values versus Processor Clock Frequ...
	Table 29. DRAM Access Times
	Table 30. FPM DRAM Wait State Profiles for Read Ac...
	Table 31. EDO DRAM Wait State Profiles for Read Ac...
	Table 32. DRAM Wait State Profiles for Write Acces...
	Table 33. DRAM Timing Configuration Summary
	Table 34. FPGA Access Controller State Changes
	Table 35. DRAM Controller FPGA First Read Timing A...
	Table 36. DRAM Controller FPGA Burst Read Timing A...
	Table 37. DRAM Controller FPGA First Write Timing ...
	Table 38. DRAM Controller FPGA Burst Write Timing ...
	Table 39. Misc Logic FPGA Write Registers
	Table 40. Misc Logic FPGA Read Registers
	Table 41. Misc Logic FPGA Configuration Register B...
	Table 42. Slow Data Bus Transceiver Timing Analysi...
	Table 43. Misc Logic FPGA Timing Parameters vs. FP...
	Table 44. Misc Logic FPGA First Read Timing Analys...
	Table 45. Misc Logic FPGA Burst Read Timing Analys...
	Table 46. Misc Logic FPGA First Write Timing Analy...
	Table 47. Misc Logic FPGA Burst Write Timing Analy...
	Table 48. IO_CLK Timing Analysis
	Table 49. IO_OE# Timing Analysis
	Table 50. Important DUART Timing Parameters
	Table 51. DUART Parameters vs. FPGA Speed Grade
	Table 52. DUART TAS Timing Analysis
	Table 53. DUART Minimum RD# Pulse Width Timing Ana...
	Table 54. DUART Wait State Profiles and Margins vs...
	Table 55. EPROM Control Signal Delays vs. FPGA Spe...
	Table 56. First EPROM Read Access Delay (Output En...
	Table 57. First EPROM Read Access Delay (Chip Sele...
	Table 58. Second-Fourth EPROM Read Access Delay
	Table 59. EPROM Wait State Profiles and Margins vs...
	Table 60. IBR Addresses Due to Flash Address Alias...
	Table 61. FPGA Flash Timing Parameters vs. FPGA Sp...
	Table 62. First Flash Read Access Delay (Chip Sele...
	Table 63. First Flash Read Access Delay (Output En...
	Table 64. Second-Fourth Flash Read Access Delay
	Table 65. Flash Read Wait State Profiles and Margi...
	Table 66. Flash Output Disable Delay
	Table 67. Relevant Flash Write Timing Parameters
	Table 68. RMON FIFO Control Signal Delays vs. FPGA...
	Table 69. FIFO Read Access Timing Analysis
	Table 70. Reference Design Jumper Definitions (Con...
	Table 71. DUART Addresses
	Table 72. Parts List (Sheet 3 of 3)


